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FOREWORD

A technical meeting on compressible turbulent boundary layers was held at the

Langley Research Center on December l0 and ll, 1968. This symposium was divided

into the following sessions:

ANALYTIC APPROACHES

Chairman: Ivan E. Beckwith, NASA Langley Research Center

TURBU-_ENT RESULTS FRGMFLIGHTAND THE EFFECT 0FABLATION

Chairman: Robert L. Trimpi, NASA Langley Research Center

BASIC STUDIES

Chairman: Howard K. Larson, NASA Ames Research Center

THREE DIMENSIONAL# IN_ERACTING, AND INLET FLOWS

Chairman: James R. Sterrett, NASA Langley Research Center

PANEL AND GENERAL DISCUSSION

Moderator: Mitchel H. Bertram, NASA Langley Research Center

A tour of high Reynolds number hypersonic facilities was arranged by

Arthur Henderson, Jr., of the NASA Langley Research Center.

This meeting was held because of increasing concern about the many uncertainties

in our knowledge of compressible turbulent boundary layers and their skin fric-

tion, heating_ profiles, and other characteristics at a time when we are trying

to evaluate various concepts for high-speed vehicles. Consideration of funda-

mental problems was important; however, as much as possible, we tried to avoid

an esoteric and parochial viewpoint and keep in mind engineering use. Attempts

were made to resolve some apparent discrepancies which face users of research

results. The symposium had papers by authorities in university, company, and

government research who gave the latest analytic and experimental results.

Active specialists in the field of compressible turbulent boundary layers formed

the bulk of the attendees and the audience was purposely kept small enough to

encourage discussion.

Mitchel H. Bertram

General Chairman and Editor

,°,
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THOUGHTS ON COMPRESSIBLE TURBULENT

BOUNDARY LAYERS

By John Laufer

The RAND Corporation and

University of Southern California

SUMMARY

A qualitative discussion of compressibility effects on turbulence is given.

On the basis of this, a critical examination of the calculation techniques and

transformation methods used for the prediction of mean velocity and temperature

distributions is made.

I. INTRODUCTION

In recent years extensive experimental and analytical work has been per-

formed on supersonic and hypersonic turbulent boundary layers. It is of some

interest_ therefore, to attempt to extract the main features of these layers

from the available information and to examine the potentialities of the various

methods of predicting their behavior. Unfortunately, there are at least two

circumstances that make such a task extremely difficult. First, in spite of the

fact that a large amount of experimental data are available, very few measure-

ments are of a quality high enough to serve as a guide for the various calcula-

tion schemes, and even fewer are the type that could give more insight on the

turbulent motion itself. It is somewhat disconcerting, for instance, that since

the work of Kistler (ref. i) in 1959 no experiments have been reported on turbu-

lent fluctuations in a compressible flow field above Mach four. Second, the

increasing capability and extensive availability of computers have opened up

countless possibilities in handling the compressible-boundary-layer equations.

As a consequence, the ease of access to the computer has given rise to a large

number of papersthat use either questionable assumptions concerning the

turbulent-transport terms or extensive empiricism; both of which are difficult

to assess. The present paper is not intended to be an exhaustive review of the

existing literature, but rather a critical assessment of the more promising

approaches to boundary-layer problems not involving real gas effects.

It is quite evident that the development of a theory for the compressible

turbulent boundary layer is out of the question; even for the incompressible

case no such theory exists. Consequently, most analytical studies approach

the problem either semiempirically or by some mathematical means, attempting

to reduce it essentially to the problem of an incompressible fluid. In general

these methods may be divided into three categories:

Consultant.



(i) Parametric approach. This technique does not tackle the complete

boundary-layer problem, that is, the question of the velocity and temperature

distributions, but concentrates on the technologically important question of the

skin friction and of the heat-transfer coefficient prediction. It introduces

new parameters (such as the wall-to-freestream temperature ratio and certain

Mach number functions), with the help of which it seeks a logical correlation

of the experimental data. This approach will not be considered in this paper

mainly because it involves only certain aspects of the general problem and be-

cause in the opinion of the writer the empiricism is based on measurements

whose accuracy needs further improvement. Nevertheless, the technique -- as

proposed by Spalding and Chi (ref. 2), for instance -- appears to give quite

satisfactory results over a wide range of Mach number and surface temperature

conditions.

(2) Direct approach. The direct approach, in which the flow parameters,

such as the mean velocity and the mean temperature, are computed from the com-

pressible boundary-layer equations after some necessary assumptions concerning

the turbulent transport and correlation terms have been made. The difficulty

clearly centers around these assumptions and will be discussed subsequently.

(3) Transformation method. Here a mathematical transformation is being

sought that would reduce the compressible equations to their incompressible

form. One may use, then, the extensive and well documented empirical informa-

tion available for the incompressible case and apply it to the compressible

case by means of the transformation. Obviously, such a scheme could work only

if the transformation correctly reflects all of the differences exhibited by

the turbulent mechanism in a compressible flow as contrasted with one in an

incompressible flow.

In order to prepare a basis for a critical examination of the methods

listed above, we must understand compressible shear flows far better than we

do today. Nevertheless, in the following section, an attempt will be made to

describe the main features of these flows in the light of our present

understanding.

SYMBOLS

ui,uj;u,v velocity components

xi,xj;x,y spatial coordinates

p gas density

h static enthalpy

H total enthalpy

T gas temperature

p pressure



l]

qi'qj

_p

6

k

C

T
0

T
co

molecular shearing stress tensor

heat flux

dissipation function

boundary-layer thickness

viscosity

coefficient of heat conductivity

turbulent viscosity

stream function

stagnation temperature

freestream temperature

II. SOME SALIENT FEATURES OF A COMPRESSIBLE

TURBULENT BOUNDARY LAYER

Besides the presence of vorticity fluctuations, the most obvious and

characteristic feature of turbulence in a compressible medium is the presence

of fluctuations in temperature and density. In addition, the pressure fluctua-

tions, instead of being mainly the result of geometric constraints (as in the

incompressible case) and of second-order importance [O(pu--_t)], become thermo-

dynamic variables and could, in fact, attain the same order of magnitude as the

other fluctuating quantities. Clearly, this is the situation in a random sound

field.

One of the first questions one has to clarify is the following: Do these

various fluctuation modes interact with each other, and if so, how do they

interact? The most relevant study of this question was made by Chu and

Kovasznay (ref. 3), who considered a homogeneous flow field (zero gradients of

the mean flow parameters) in which the amplitudes of the modes were small and

comparable in magnitude. They found that interaction occurs only to second

order in amplitude, the most interesting being the generation of the sound mode

due to vorticity-vorticity interaction. Interestingly, the temperature (or

entropy) mode does not interact with the vorticity mode to the second order.

It would be a very difficult if not impossible task to extend this work to flow

fields with mean gradients, like a boundary layer. At present we will have to

be satisfied with some rather coarse, qualitative arguments concerning the more

restrictive question of the influence of the fluctuating entropy and sound

modes on the mean flow field only. Unfortunately, even to answer this simple

problem one has to speculate on the effect of these modes on the vorticity mode.

For this purpose we will examine the governing equations of mean motion in a

spirit similar to that of Morkovin (ref. 4).

3



Wewill consider these equations in the sameform as given by Favre
in which the quantities ug, T, h, H are mass-weighted averages in-(ref. 5),

dicated by the tilde sign over the symbols. The bar sign over the symbols
corresponds to conventional averaging. Thus,

m

pu

u. = u. + u. where u. =
l l i l p

therefore

m

I !

I / _) U. i
pu. _ 0 and u. = _

i l p

l --$
p =_ + p where p = 0

Conservation of mass is given by

u.

--'I =0
5x.

J

Conservation of mean momentum is given by

(i)

P uiu. = - + -j  fTx.
.1 J- J

(2)

Conservation of mean enthalpy is given by

j j _x. +u. +j j\q
J J J J

i i\

ph ujJ + "_ (3)

In addition it will be useful to record the following two equations:

Conservation of mean kinetic energy is given by

- " j _x. + Puiuj _ +_-X. _ui _ij - PUiUjJ - }
J J J J

(4)



Conservation of turbulent kinetic energy is given by

u;Puiu i = -u. - - - -3 _ Puiuj _ +_-_. u Tij 2 PuiujJ q0_x
] ] ] ]

(5)

In the equations _ is the mean molecular stress tensor, which in
i]

general includes the correlation between the viscosity fluctuations and the

gradients of the velocity-fluctuation terms (see ref. 5). Similarly, the mean
heat-flux vector contains correlation terms between the coefficient of heat-

conductivity fluctuations and those of the temperature gradients. The mean

dissipation function is written in two terms:

q0 = _ + _ (6)

where

and

= Tij
]

(7)

_
t 1

]

(8)

In examining these equations it is immediately apparent that (without con-

sidering the enthalpy equation) they have the same form term by term as those

for an incompressible flow with two exceptions: the viscous stresses and the

Reynolds stresses include fluctuations in viscosity and in density, respec-

tively. The importance of these terms, as well as of the character of the

terms containing the pressure fluctuations, will be examined in some detail.

For this purpose, it is convenient to discuss flows below Mach 5 separately

from those above it.

A. Supersonic Case _ < 5)

Below Mach 5 experimental results are available concerning the fluctuating

flow field which help considerably to estimate the order of magnitude of the

terms under consideration. In particular the following observations, based on

Kistler's work (ref. i), can be made:

(I) The turbulent kinetic energy distribution across the boundary layer
'2

(he actually measured u only) is qualitatively similar to that found in the



incompressible case, suggesting that the whole turbulence production mechanism
also is similar in spite of the presence of temperature fluctuations.

(2) The temperature-fluctuation levels scale with an average mean temper-
ature across the layer

Tl2 T - T

T T +TZ fO
(9)

where f(y/6) is a function independent of the Machnumberhaving a maximum
value of about 0.i.

(3) The temperature fluctuations are essentially isobaric, so

r ! !

r
(10)

Incidentally, this is not a direct result of measurements, but rather is a

relationship that is consistent with other observations (ref. i). Equation (i0)

has the following important consequences: it implies first that in the Mach

number range under consideration the energy in the sound mode is small compared

to those of the vorticity and entropy modes; second, that the pressure fluctua

tions produced by the vorticity bearing velocity fluctuations are of higher

order and can be neglected, as the velocity and temperature fluctuations cannot
be.

On the basis of the above observations it is reasonable to assume that

_y ! / !

<< i and p u v << I (ii)

p uv

In each case the ratios are believed to be less than 5 percent if the

coefficients for viscosity to velocity gradient correlations and for density to
! !

u v fluctuation correlations are at most 0.3, a conservative estimate.

It is seen now that when these inequalities are introduced into the momen-

tum, the mean, and the turbulent kinetic energy equations, the equations will

not show any dependence on the temperature (or density) fluctuations in an ex-

plicit way. As for implicit dependence of the velocity field on the tempera-

ture fluctuation, it is much more difficult to draw conclusions from inspection

of the equations alone. The most obvious interaction comes through the turbu-
--7

lent-dissipation term _ in equation (5). A dissipation rate, increased by

turbulence, modifies the mean enthalpy distribution [eq. (3)] and therefore the

6



mean density, which in turn produces changesin the meanvelocity distribution.
Such a feedback mechanismis believed to be negligible in the Machnumber range
under consideration (ref. 4).

Barring any other less obvious dependence, one may conclude first that th___ee
temperature fluctuations produced by the vorticity modes do not back-react on

the velocity fieldl i.e., the_ are passive. Second, for the case of zero pres-

sure gradient, the momentum equation is coupled to the enthalpy equation only

through the spatial variation of the mea_____ndensity and viscosity. This suggests

the possibility that -- as in the laminar case -- an appropriate coordinate

stretching (and an assumption concerning the viscosity-density relation) would

decouple the two equations. This in turn implies that the densit X variation

has a kinematic or volumetric rather than a dynamic effect on the velocity field

in a compressible turbulent medium. A similar situation might be true in the

presence of mild pressure gradients when no shock waves are present in the

boundary layer.

B. Hypersonic Case O_ > 5)

Unfortunately, in the flow range above Mach 5, no detailed turbulent fluc-

tuation measurements have been reported so far. It is therefore very difficult

to talk about the fluctuations in the boundary layer and their effect on the

mean velocity distribution. There are at least two circumstances, however,

that will undoubtedly influence the character of the boundary layer: (i) the

growing importance of the sound modes; and (2) low Reynolds number effects near

the solid boundary. These will be discussed next in more detail.

(i) Nature of the pressure fluctuations. There is convincing experimental

evidence that in flows in the vicinity of M = 5 appreciable pressure fluctua-

tions exist in the boundary layer. Kistler and Chen (ref. 6) reported r.m.s.

pressure fluctuations of 8 to i0 percent of the mean static pressure at M = 5

and Re 8 = 104 at the wall. Under the same conditions Laufer (ref. 7) mea-

sured _/_ _ i percent just outside the boundary layer where these fluc-

tuations are of the sound-mode type. This type of fluctuation is expected to

play a more and more important role in the turbulent-energy balance with in-

creasing Mach number.

(2_ Low Reynolds number effects near the wall. As the Mach number in-

creases, the temperature, and therefore the viscosity, near the wall increases.

It is to be expected then that viscous effects diffuse farther away from the

wall and dominate a larger portion of the boundary layer at higher Mach numbers.

There is, in fact, some evidence (ref. 8) that the so-called two-layer model of

a turbulent boundary layer with a well established "overlap" or logarithmic

region might not be applicable in the hypersonic-flow regime. Unfortunately,

the number of experimental observations available at present is insufficient to

enable one to modify the currently accepted model.



III. METHODSFORPREDICTINGMEANVELOCITYANDTEMPERATURE

DISTRIBUTIONSIN COMPRESSIBLETURBULENTBOUNDARYLAYERS

As is indicated in the Introduction, there are mainly two methods avail-
able with which to study turbulent boundary layers. In this section theywill
be critically examinedin the light of the previous discussion.

A. The Direct Approach

With modern computational techniques it is possible to solve simultaneous

partial differential equations such as the equations of motion. However, in

turbulent flows, before one may proceed with the computations, several correla-

tion terms appear which have to be considered. For the purpose of discussion,

we will consider the two-dimensional case only. After introducing the conven-

tional boundary-layer approximations and the inequality (II), equations (i),

(2), and (3) become

0
Bx + By =

(12)

- N au - N _
p u_-_x +p v By --- -- dx _y _y - pu v (13)

u_ x +p V_y =_ dx +u +ui Bx + -
1

(14)

In place of equation (13), the equation expressing the total enthalpy conserva-

tion is often convenient to use. We define the mass-weighted total enthalpy

as follows:

N

H = H + H' where H = _PH and pH' _ 0 (15)

p

thus

and

I !

_ 1 _ _ Puiui

H = h +_ u.u. +
i I 2p

H I = h I _ l i i l
+u.u. +_uui i i i

! !

Puiu i

2p

(16)



The conservation equation for total enthalpy is thus obtained by adding equa-

tions (3), (4), and (5)

uj _ =_x. - ph uj + - pu_u + ui _ij - _ Puiuj
] ]

(17)

Applying now the boundary-layer approximations one arrives at the following
form :

_3H -_ 3H _ F-- 3_

ph'v" + _y- pu v +_?x. ui_ij +
J

1 I ! /

7 0v u • (181

The "direct approach" consists of the simultaneous solutions of equations

(12), (13), and (18) with the appropriate boundary conditions. The main diffi-

culty -- as in any other turbulence problem -- is the proper accounting for the

correlation terms arising in these equations. Before discussing the turbulent

transport terms putv ' and ph'v', the last two terms of equation (18) will

be considered. In all the published works on this method these terms have been

neglected. There is ample evidence (refs. 9 and i0), however, that these terms

are not small, especially at the outer edge of the viscous sublayer, where they

are about the magnitude of the turbulent-production term. In fact, the measure-

ments indicate that the turbulent energy dissipation rate approximately bal-

ances the production rate across most of the boundary layer. This error clearly

has to be remedied by making some appropriate assumption concerning these terms.

The problem of expressing the turbulent-transport quantities in terms of

the mean velocity or enthalpy is a well known and much-discussed one even in

low-speed flows. The Boussinesq formulation for the Reynolds shear stress is

usually adopted. Although there are some serious objections to this formula-

tion, there is evidence that, provided no sudden changes in pressure gradient

occur, it serves as an adequate tool for mean:velocity calculations. Accord-

ingly, we write

_u" (19)
-UlV : ¢ _--_

where the turbulent viscosity ¢ has to be appropriately specified. In order

to do that, the experimentally well-substantiated two-layer model of the bound-

ary layer is used. In the outer region, the so-called "law of the wake" region,

the suggestion of Clauser (ref. ii) for low-speed flow is adopted unchanged;

i.e.,

¢ ,--__.[-(UI - u) dy (20)
o



It is to be noted that the density does not appear explicitly in this defini-
tion. In fact, were the displacement or momentumthickness to be used for the
characteristic length in the expression for ¢, the computation results would
give unsatisfactory agreementwith measurements. This is believed to be a con-
sequence of the conclusionjgiven in Section II.A., that the density variation
has only a kinematic effect on the turbulent exchangemechanism.

In the inner or "law of the wall" region exist several formulations for
_. A good list of references is given in reference 12. It is doubtful that a
"correct" formulation exists in this region. Experience indicates that the
mean-velocity distribution is not very sensitive to the exact form assumedfor
¢, provided, of course, that the formulation is consistent with the constraints
imposed by the "law of the wall."

For the turbulent heat transfer, it is customary to assumethat the turbu-
lent Prandtl number is constant across the layer. This, in fact, seemsto be
the only practical course to take, since no reliable measurementsexist, so far,
especially near the wall, that would give guide lines on this subject.

The calculations using the direct approach seemto be quite promising
(refs. 12 and 13). Although an incomplete energy equation is used, they show
surprisingly good agreementwith measuredmeanvelocity distributions and skin-
friction data in the supersonic flow regime 0_ < 5). Less satisfactory agree-
ment is obtained for the Machnumberdistributions and heat-transfer data. It
would be most interesting to recalculate these using an improved energy
equation.

B. Transformation Method

If we accept the conclusion (in Section II) that the density variation

does not couple the momentum and energy equations in a "force-like" manner but

only "kinematically," one could conjecture that by an appropriate coordinate

stretching, such as the Dorodnitsyn transformation, the two equations could be

decoupled as is done in the laminar case. The attractive aspect of this

approach is that no new assumption concerning the compressible turbulent-

transport terms would have to be made. This approach was followed by several

authors (refs. 14 and 15). Their work was criticized, however, mainly for two

reasons: (i) they assumed without giving justification that the Reynolds stress
l I

pu v correctly transforms into its incompressible equivalent, and (2) the

predicted skin-friction coefficients do not follow a Reynolds number trend shown

by experiments. Later Coles (ref. 16) suggested a more general transformation

and a formulation that remedied the above difficulties. For constant pressure

and adiabatic flows, his method provides reliable skin-friction coefficients up

to moderately high Mach numbers. Thus, the parameters in the transformation

have been adjusted adequately to obtain a one-to-one correspondence between the

compressible and incompressible skin friction. It is not clear, in fact it is

somewhat doubtful (refs. 17 and 18), that such a correspondence in mean velocity

and temperature could also be achieved throughout the boundary layer without

making additional assumptions. Recently, the author looked into this question,

and his results are briefly described below.

i0



Coles' transformation is applied to the time-dependent (rather than the
averaged) continuity and momentumequations with zero pressure gradient. The
transformation for the stream function and coordinates is given by

bY (21)_-o$, X: x,

where the parameters _, _, and _ are functions of x alone; the coordinate Y

depends on both the temporal and the spatial coordinates, and capital letters

correspond to the incompressible- and lower case letters to the compressible-

flow variables. After averaging the transformed equations (ref. 19), one
obtains

_-_ + bY - _ p _y + ... (22)

R(U _

m

RO" _, _ do c_ _ _ RO"2 _U'V'

_2 by dx + R-_ _ p_ bY- _ bY
+ ... (23)

where higher-order terms have been neglected. It is noted that these equations

reduce to the incompressible form if the following assumptions are made:

(I) _, _, _ are constants,

(2) p_ = constant,

(3) the "apparent" source term in equation (22) is zero.

The first two conditions are identical to those usually imposed for the laminar

problem and were also used by Mager (ref. 14). Assumption (3) is difficult to

justify without some experimental information. In the outer region of the bound-

ary layer it probably is reasonable, near the wall, less so. Perhaps a more

judicious choice for the streamline transformation that would eliminate the

apparent mass flow pt iv across the streamline might minimize the difficulty.

If this could indeed be achieved, the method would be more promising.

IV. CONCLUSION

It is quite apparent that in order to gain further understanding of the

compressible turbulent boundary layer more basic experiments need to be per-

formed. There are three types of measurements that would be especially useful:

(i) An experiment in a low-speed boundary layer with heat transfer

giving special emphasis to the direct measurements of pu _v_ and pT _v _ for

the purpose of investigating the distribution of the turbulent Prandtl number,

especially near the wall. An assessment of the importance of the turbulent-

11



dissipation and pressure-diffusion terms in the energy equation would also be
helpful •

(2) Extension of Kistler's measurementsin the range above Mach 5.

(3) More accurate measurementsof meanvelocity and meantemperature (or
density) in the hypersonic regime.

These experiments would undoubtedly help to generate a more consistent
empirical formulation of the hypersonic boundary-layer problem and would improve
the present methods of meanvelocity and meantemperature distributions.
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CALCULATIONOF INCOMPRESSIBLETURBULENTBOUNDARYLAYERS- A REVIEW

OFTHEAFOSR-IFP-STANFORD1968 CONFERENCE

Bye. V. Morkovin and S. J. Kline

Illinois Institute of Technology and Stanford University

SUMMARY

The primary objective of the conference reviewed was calibration of the
numerousprocedures for analyzing turbulent boundary layers. Summariesof the
state of knowledge regarding separation, the structure of turbulence 3 and other
related "physics" and research needs were also undertaken. 0verallpolicy for
the conference was set by the Executive CommitteeI with guidance from an Inter-
national Advisory Board.

Conference preparation included selection and standardization of a set of
base data for comparison with theory. This task was undertaken by a Committee
headed by Prof. D. E. Coles. Thirty-three flows were selected and 16 of these
flows made "mandatory" for workers submitting prediction papers to the confer-
ence. Ultimately, prediction of at least Re, H, and Cf for the mandatory

flows were completed for 30 prediction methods, and these data are compiled in

a form for ready comparison in the proceedings (refs. 1 and 2).

An evaluation committee provided a rough order of merit of reliability with

which various methods predict the mandatory flows, and used this information to

examine the utility and promise of various physical assumptions and mathematical

frameworks.

SORTING OUT FACTS AND THEORY IN TURBULENCE RESEARCH

Progress in prediction of turbulent shear flows has been hampered by lack

of broad# reliable, standardized data. It has been typical for workers with a

new theory to make comparisons with two to half a dozen flows and on this basis

claim good agreement and hence a successful method. It is sobering to recognize

that discrepancies of 30 percent (and in a few cases even more) existed in the

published data solely owing to differences in methods by which the data had been

handled by various workers. Thus not only the theories, but also the data have

been rather fuzzy entities based on varying combinations of explicit and implicit

assumptions. Hence, the first task of the conference was to establish a well-

standardized reliable set of data. After some discussion it was decided to limit

1Executive Committee:

G. Sovran. Advisory Board:

J. C. Rotta, and I. Tani.

D.E. Coles, M. V. Morkovin (Chairman), and

F. H. Clauser, H. W. Emmons, H. P. Liepmann,
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these data to incompressible, two-dimensional, smooth wall flows for several

reasons: (1) this is a base class upon which one expects extension to other

important cases such as compressible or three-dimensional flow to be grounded,

(2) there are more and better data for this class than any other, and (3) the

advent of the computer has led to the proliferation of methods for this class

to the point where an acute problem of choice had been created for the potential

user, and it seemed highly desirable to see what could be accomplished toward

resolving this problem. From this attempt one should also hopefully learn a

considerable amount about profitable methods for potential extension to other

important cases. Fortunately, the computer also makes possible much more exten-

sive comparisons than were typical in the era of hand computations. Even so,

the magnitude of the task can be appreciated when it is realized that nearly

3000 curves are presented in the summary of output in the conference proceedings.

Ultimately, 75 workers assembled to discuss these results, needs for

further research, and the status of knowledge in the underlying physics. These

workers included nearly all researchers with a current prediction method, most

of the individuals who have taken important data, and a major fraction of the

researchers in shear flow physics. As a result, the discussions were unusually

intensive, and a very large amount of significant discussion was generated, and

is recorded in the proceedings. We cannot cover here all the important facets

of these results, and will therefore confine ourselves primarily to a descrip-

tion of the points of most interest for extension to compressible flow. It

should be emphasized that the results of the conference in a very real sense

arise from a cooperative effort of the "boundary layer research community" since

essentially all attendants contributed to the work of the conference in signifi-

cant ways. However, it should be emphasized that the opinions that follow are

offered as private observers and not as officers of the conference.

THE DATA

Since the question of "What does constitute good experimental evidence for

testing compressible turbulent theories?" is bound to arise at the present

Symposium, it is perhaps worthwhile at the outset to quote from Coles' contribu-

tion to the Stmmnary Session at Stanford (ref. 2). With respect to the much

easier low-Speed experiments, Coles commented:

"From the special vantage point provided by this 2 Conference 2 we can

see that definitive mean-flow experiments are still missing in almost

all areas of the boundary-layer problem. By this I mean experiments

in which all of the various terms in the mean momentum equation are

measured, preferably by redundant methods, and a satisfactory balance
demonstrated."

In absence of such definitive experiments Coles has long called for a consistent

conceptual framework within which to test the credibility of sets of turbulent

experiments (refs. 3 to 5)- In his detailed clarification of the uniform

2Reference l, p. 434.
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handling of the experimental data for the 33 turbulent layers (ref. 2), point-
edly entitled "The young person's guide to the data", Coles adopts the double

similarity formulations of the inner wall behavior and the outer wake behavior

as the lightest analytical skeleton to bear the weight of the data. In devel-

oping the rationale of various corrections, Coles discusses many adverse factors

including: three-dimensional effects; concern for tripping devices; probe size,
shape and displacement; streamwise wall curvature; mean measurements in absence

of corrections for turbulence effects; sensitivity of integral thicknesses to

the few data points near the wall; and effects of outer intermittency. Further-

more, the 30 percent discrepancy that arises solely from inconsistent methods

of handling the data contains an important warning concerning calibration of

predictive theories for compressible flow in the absence of an accepted frame-
work for standardizing the data.

Most people will agree that the accuracy and consistency of the compress-

ible experimental information does not match that of its low-speed _ounterpart,

dissected so clinically by Coles. It is not so long ago that Danberg (ref. 6)

demonstrated that much of the earlier reported stagnation temperature data may

be in error because calibration in a uniform stream may not correspond to that

in a shear layer. The low Reynolds numbers of most high-speed wind-tunnel
tests even raise questions concerning the fully developed state of the measu%ed

turbulent layers. In fact, most of these adverse factors are even more adverse

at supersonic and hypersonic speeds. The lessons from the low-speed develop-

ments thus seem to suggest that establishment of definitive mean-flow experi-

mental standards in the sense defined by Coles be considered as a collective

"must" for the compressible turbulent community. Funding officers may appre-

ciate that a solid expensive program now would result in large net savings in

the long run as well as achieving reliable, verified theories at a much earlier
time.

One suspects that it will require much more effort to bring the compress-

ible cases to as good a basis as those now established for the incompressible

cases owing to the extra degrees of freedom involved. True, dimensional argu-

ments indicate that one still has viscous scaling near the wall, but it is vari-
able in that it depends on Mach number and heat transfer. The scaling in the

outer flow is even more controversial in regard to the effect of mean density;

again we await more definitive experiments for clarification.

The sum of all this discussion suggests two things. First, without the

establishment of a body of accepted standardized data, it will be difficult, if
not impossible, to reach agreement on what theories, if any, are reliable pre-

dictors. There is real danger that theories for compressible flow will prolif-

erate as the incompressible ones did in the past, and that much of this effort
will be wasted because of the inability to Judge the relative merits of the

various procedures. The user will again be faced with an acute problem of

choice, and will have even less chance of resolving it. Second, the magnitude
of the task of establishing such a body of data suggests re-examination of the

relative investment in experimental as opposed to theoretical effort at this

time and also suggests that careful planning and cooperative efforts may be
needed to reach the desired state in a reasonable time and at reasonable costs.
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PREDICTIVE PROCEDURES

Of the 30 methods compared with the 16 mandatory flows (and in many cases

all 33 flows), more than half were significantly revised during the course of

the preparation for the conference 3 and the results could be viewed in many

cases as an entirely new method. Thus the effects of a large body of standard-

ized data immediately affected the state of the art. Several methods have con-

tinued to develop after the conference as well so that today their relative

standings have probably already shifted.

Despite these revisions, the conclusions of the special five man evalua-
tion committee3 contain a number of lessons for extensions to compressible flow.

The most important single conclusion for this purpose, in the writers' opinion,

is the following:

"Most of these methods have made use of accumulated 'know-how' and

perform quite well."

Indeed, the writers believe that about a dozen of the methods predict RS, H,

and Cf for the mandatory flows about as well as can be expected in view of

the residual uncertainties in the data. This conclusion is clearly in contra-

diction to the widely held belief that no acceptable method existed for predic-

tion of turbulent boundary layers. This statement emphasizes the fact that the

research community as well as the users definitely did not have a clear picture

of the situation prior to the AFOSR-IFP-Stanford Conference (refs. 1 and 2),

and that the acute problem of choice was indeed a very real one.

The evaluation committee further recommended:

"Any method in the lower third [regarding reliable prediction of the

mandatory flows] should either be improved or abandoned. Many of the

well-performing methods are available from the originators so that

further proliferation of methods without clearly superior features

is undesirable in the opinion of the committee."

As one predictor commented after the meeting 3 "We have been wasting our time on

this problem for some years, and it is now obvious we should stop doing so and

get on with extensions to other important technical applications." As will

already be obvious, the writers wholeheartedly agree, and have in fact listed

some of these problems and also some matters of physics that are now missing

from all the theories and need to be included in the editors' summary remarks

of the AFOSR-IFP-Stanford Conference.

Also in preparation for the meeting, W. C. Reynolds of the Host Committee 4

prepared "a morphology of the prediction methods." Tables 1 and 2 taken from

3D. J. Cockrell, H. W. Emmons (Chairman), P. G. Hill, J. L. Lumley, and

M. V. Morkovin.

4E. A. Hirst, S. J. Kline (Chairman), and W. C. Reynolds.
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this paper show the various classes; the symbols show the first letter of the

surnames of the first two authors or for single authors the first two letters

of the surname; thus AD for Abbott, Diewert, Forsnes and Deboy; A1 for Alber.

The clarity of Reynolds' paper recommends it as an introduction to any class-

room discussion of turbulent boundary layers._ It was available to the pre-

dictors 6 months in advance of the Conference and was used for standardization,

for minimization of duplication, and for organization of the presentations at
the Conference itself.

The evaluation committee also used this classification to study the effec-

tiveness of various physical inputs and mathematical frameworks. Contrary to

what might be expected 3 no preferred class or classes emerged. It would appear

that success in prediction now depends more on skill in fitting and on use of

sufficiently broad classes of data than on the particular framework employed.

There is some suggestion that inclusion of the law of the wall (or equivalent

information) is important, since all the successful methods do include this

information and many less successful ones do not, but this is not explicitly

clear. Moreover, it appears that the better integral procedures predict Re,

H, and Cf essentially as well as the better differential (field) methods.

Since the field methods generally require more initial information beyond that

specified in the data for each flow, strict comparisons were difficult to make.

The Evaluation Committee wished it could have had an ex_ra week or so to assess

the significant differences between the methods such as breadth of applicabil-

ity, computing time and cost, ease of use, etc. Various possible approaches

to evaluation of the methods are summarized by M. V. Morkovin in "On criteria

of assessing prediction methods" in reference 1. Since all the methods had

been set up for computer runs in the Stanford IS4 360/67 by students in order

to check completeness and repeatability, it was possible to eliminate some dif-

ferences regarding use of initial conditions_during the week of the conference

to provide the Evaluation Committee with as comparable results as possible.

However, some differences are inherent and cannot be eliminated.

Regarding the viability of integral as opposed to differential schemes,

the Evaluation Committee concluded:

"While the best field and integral methods are about equal in the

106-operations era_ it is anticipated that only the field methods have

the potential to expand into really3D problems (e.g., a^vortex gener-

ator in a wing boundary layer) as computers reach the 10W-operations
era."

The Evaluation Committee repeatedly stressed the continuing need for more

and improved data for a variety of purposes including not only the extensions

to compressible and three-dimensional flows, but also for such matters as the

evaluation of the importance of initial conditions, the establishments of the

5A companion recommended survey of the physics and mathematics of turbulent

boundary layers is reference 7by P. Bradsha_.
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magnitudes of effects such as wall curvature, coreolis forces_ buoyancy36 etc.3

and the provision of data with redundant checks and complete closure of the

momentum equation including three-dimensionality.

To give the reader an appreciation for the type of comparative performance

dealt with_ the specific results 3 namely x-development in the shape factor H 3

local skin friction CF, and local momentum Reynolds number RTH, for a mild

equilibrium adverse pressure gradient are shown in figure 1. This "Clauser

flow no. l" (reported in reference 8 in conjunction with the invention of the

concept of equilibrium turbulent layers) decelerated slowly from 32.5 ft/sec

to 21.2 ft/sec over a distance of 25 feet and yet gave many a theory substan-

tial difficulties, especially in prediction of skin friction (second column).

The corresponding comment of the editors in reference 2 reads_ "There is general

agreement that Clauser's two flows are slightly three-dimensional in opposite

directions" illustrates the remarks of Coles regarding uncertainty in the data.

The various lower-case letters in figure 1 identify variations in the given

prediction method, which in some cases represent truly distinct methods.

A specific word of caution is in order about figure 1. Careful evaluation

of the total performance of various methods for the 16 mandatory flows suggests

that no one flow or even half a dozen flows are sufficient to establish the

predictive reliability of a given method in general. It is the restriction to

comparison with a relatively small number of unstandardized flows that has more

than anything else frustrated earlier attempts to provide acceptable evalua-

tions of predictive reliabilit#. In retrospect, the writers believe that the

16 mandatory flows represent about a workable minimum for evaluation but more

are desirable. With computerization of nearly all the methods, such extensive

comparisons are easy, quick, and cheap provided the data are available in

standardized form. The lesson for this symposium, and for future predictors is

obvious.

Concerning generalizations in other directions, P. Bradshaw's "Outlook for

three-dimensional procedures" (ref. l) appeared to present a realistic, mildly

optimistic program for the near future. The ad hoc Committee on Compressibility

Effects reported little agreement. Probably their heart was not in the delib-

erations, in preparation for the better forum represented by the present

Symposium.

6S. J. Kline and also P. Bradshaw have been collecting and are trying to

collate these effects. The data show they are far from trivial. For example,

Bradshaw estimates that radius of curvature of the wall as large as 300 times

the boundary-layer thickness is sufficient to cause changes of a few percent;

recent observations on coreolis effects show not only complete laminarization,

but also turbulence production as high as four times that for the same geometry

without rotation.
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PHYSICSOFTHEFLOW

The conference here concerned itself primarily with two matters: (i)
separation, and (2) structure of turbulent shear flows.

A summarypaper by G. Sovran, "On prediction criteria for turbulent separa-
tion" explored the consensus of the turbulent communitybeyond the experimental
information contained in reference 2. The outlook was found discouraging both
experimentally and theoretically. The Evaluation Committee, furthermore,
observed that the predictive methods were performing less satisfactorily even
in problems without separation but with longer runs of adverse pressure gradi-
ents. It was conjectured that this result mayhave been partly due to experi-
mental imbalance of the two-dimensional momentumequation even in the nominally
"most two-dimensional" experiments. Nevertheless, theory in incompressible
adverse pressure gradients appears less securely founded. A special ad hoc
Committee was formed on "Cross-flow effects" during the Conference;_its con-
clusions _ere reported at the end by J. H. Horlock and form part of the
Proceedings.

In reference 7 Bradshawstates: "While it is entirely reasonable that
aircraft designers should wish to predict the behaviour of turbulent boundary
layers without going deeply into the physical processes which govern their
development, it is by no meansreasonable that those who develop calculation
methods in the first place should ignore the physics of the flow or represent
it by simple-minded formulae chosen for mathematical convenience rather than
physical plausibility." After three days of emphasis on predictions, the
Conference also focused for two half-days on the up-to-date views of the actual
structure of the incompressible turbulent boundary with presentations by
L. S. G. Kovasznay, S. J. Kline, J. Sternberg, I. Tani_ H. K. Moffatt, and
M. J. Lighthill, and vigorous discussion by W. Willmarth, R. E. Kronauer,
P. Bradshaw, M. Landahl and others (ref. 1. ) Muchheat but more light was
generated. Even the crystallization of disagreements as to probable facts and
interpretations led to specific suggestions for experiments that may settle the
disputes.

With respect to the present symposium3 the writers believe there is no
reason to suspect that the flow mechanismswhich have mostly been observed for
very low Machnumbers should be altered up to roughly Mach_. However, above
Mach lO it is hard to see how the various interactions observed at low speeds
can be maintained unchanged.

However3 the last remark need not distress the compressible predictors
unduly because the clear consensus from the AFOSR-IFP-StanfordConference held
that even the most successful low-speed prediction methods were not truly based
on adequate_ generally accepted physical picture of the turbulence mechanisms.
The view shifted from good methods "having good physics" to "being compatible
with basic physics." In the general discussion, there was unanimous agreement
that all the methods remain correlative in nature. A few do draw on the modern
structure information, but only to the extent of using them to suggest the
forms of correlations employed in supplying equations for the excess unknowns
that arise from tlme-averaging the Navier-Stokes equations.
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At the beginning muchwasmadeof somemethods providing for the "history"
of the turbulent development - mathematically an extra relaxation differential
equation. However_the Evaluation Committee found no evidence of clear advantage
of such methodsover those with the usual x-development procedures (but see
ref. 7) and the ad hoc Committee on "History" reported little enlightenment from
their discussions. P. Bradshawstated that the Bradshaw-Ferriss extra lag equa-
tion really accommodatesa richer variety of profiles even though it is expressed
in plausible turbulence terms. In his "Outlook for improved theories_" J. C.
Rotta also finds the-extra-equation theories inadequately physical (ref. 1). An
interpretation of his messageis that meaningful turbulence physics and thus

-2 w23 andtrue "History" will be missing until four rate equations for _2 v ,
_-v are utilized in addition to the other meanequations. None of the methods
represented at the AFOSR-IFP-StanfordConference include such sophistication.

CONCLUDING

The AFOSR-IFP-StanfordConference was both enlightening and sobering. It
was enlightening in that manynew conclusions were realized; the most important
is that adequate if still imperfect methods for prediction of two-dimensional,
incompressible turbulent boundary layers on smooth walls do exist. It was
sobering to observe that after more than three decades of research 3 the data
even for this base class remain imperfect in a numberof ways_ and that large
discrepancies had existed in these data previously owing solely to lack of prep-
aration in standard form. It was equally sobering to see how little informa-
tion from modern structure work has thus far been carried into the real basis
for predictive theories_ and how little is knownabout separated flows both
empirically and theoretically.

The primary lessons for extension to compressible boundary layers and other
technically important cases seemclear:

(i) Based on the incompressible experience_ there is good hope that given
sufficiently broad_ reliable and well-standardized data_ and employing modern
eomputers_adequately reliable prediction procedures can be constructed even
though knowledgeof the underlying physics is very incomplete.

(2) Of the several results of the incompressible experience each emphasize
the importance of a sufficiently broad_ reliable 3 and standardized set of data.
This need for data raises not only the question of balance between theoretic and
experimental effort at this time_ but also owing to the size of the task, a
question concerning the desirability of planned_ cooperative efforts to achieve
the necessary data rapidly and at reasonable cost.
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A METHOD OF CALCULATING COMPRESSIBLE TURBULENT BOUNDARY

LAYERS*

H. James Herring and George L. Mellor

Princeton University

SUMMARY

The essential unknown quantity in a compressible turbulent bound-

ary layer is shown to be the kinematic Reynolds stress, as in incompressible

flow_ and does not explicitly involve density fluctuations. Based on this,

the incompressible turbulent viscosity proposed by Mellor is extended to in-

clude compressible flows. The same values of the three empirical constants,

which were obtained solely from constant-property, constant-pressure experi-

ments, are also used. Without making any further assumptions beyond those

related to the usual time averaged boundary layer equations, this system of

equations has been programmed for numerical solution. Solutions have been

compared to a considerable amount of constant-pressure data in the range

from subsonic flows to flows with Mach numbers around 5.0 and the comparisons

are quite favorable. Much less pressure gradient data are available, but com-

parison was made to some axisymmetric flow data taken in a positive pressure

gradient which indicated fairly good prediction of the boundary layer growth,

while at the same time pointing up a systematic error in the detailed profile

shape prediction in regions of finite longitudinal curvature. This effect

has been identified on physical grounds but has yet to be incorporated in the

turbulent viscosity model. Unfortunately high speed data taken on a flat"

wall in an adverse pressure gradient and with a well defined separation point

do not seem to be readily available.

Heat transfer data in incompressible flows with variable pressure

gradients have been checked against calculations and the comparisons are

generally favorable.

*Paper 3 also available as NASA CR-I144, 1968.
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A

Af,Ag

B

NOTATION

constant used in Equation (36 ) for initialization of profiles.

constants used in satisfying outer boundary condition.

exponent used in Equation (35) for external velocity distribu-
t ion.

C°

1
coefficients in pseudo-linear forms of momentum and energy

equations.

Cf
W

i 2
OeU

coefficient of skin friction.

Cf
IL

D

!
f

!

g

h

h
r

h °

H

k

K

+

K

coefficient of skin friction for an incompressible flow at

the same value of R0 as Cf

= (RmT)x 5*/RmT

= (peu - p u)/Pe

enthalpy

arbitrary reference enthalpy.

total enthalpy.

(h° /o
: e - hr)'he

_olecular thermal conductivity.

Clauser constant used in the effective viscosity function

(taken here to be 0.016).

empirical constant.

representative scale in x direction.
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L

M

M
_O

P

P.

Pr

Pr t

reference length used for x in Equation (35).

Mach number.

Mach number used to identify data of Winter, Smith and

Rotta [23] •

pre ssure

= (OeU)x 5*/OeU

molecular Prandtl number defined by Equation (14).

turbulent Prandtl number defined by Equation (15).

q

Q

heat flux.

= (PeU_*)x/pe U

RLAT lateral radius of wall curvature.

RLONG

R

R
_S

R
x

R
0

R,S

r_s

S t

longitudinal radius of wall curvature.

v

--5ku/ .

= Ub /w , displacement thickness Reynolds number.
OO

= @U/Voo , momentum thickness Reynolds number.

defined by Equation (D5).

given by Equation (DS).

qw

%U(he - h_)
, Stanton number.

temperature.

SO



u,v_w z respectively.

LI
T

velocities in the directions x _ y _ and

_F--/Pew _ friction velocity.

U

V

velocity at the outer edge of the boundary layer.

--U_ /U
x

x_y_z

+

Yl

spatial coordinates defined in Figure i.

empirical constant.

e

molecular diffusivity.

= _t + _ _ effective diffusivity.

%

7

turbulent diffusivity.

= Cp/C v _ ratio of specific heats.

approximate boundary layer thickness.

= _ (0eU - p u)/PeU dy , displacement thickness.
o

_k

Oo

_-j
o
(U - _)/U dy , kinematic displacement thickness.

A

6_

difference between value of variable in mainstream and at

wall

= 5/_ _ small parameter used in order of magnitude analysis.

= y/_

asymptotic matching point.

OO

-- pe/p _ also used for _ _ u(l - u/U)/PeU dy , the momentum
o

thickness.
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A

V

e

v
s

_7
t

V

X,X

b

e

yon Karman constant in the effective v_scosity function

(taken here to be 0.41).

= 3 /RLA T

= r/RLA T

molecular viscosity.

molecular k [nematic viscosity.

= w + v t _ effective kinematic viscosity.

molecular kinematic viscosity at the edge of the viscous

sublaye r.

turbulent kinematic viscosity.

molecular kinematic viscosity at the edge of the boundary

laye r.

density.

constant in the effective viscosity function (taken here to

be 6.9).

shear stress.

effective viscosity and diffusJvity functions in defect

form.

wall and defect effective kinematic viscosity functions.

wall and defect layer ,sariab!es for the effective k:inerr_tic

viscosity function.

Subscripts

previous x station.

outer edge of boundary layer.
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h

m

o

P

W

X

homogenous solution.

intermediate x station.

initial x station.

particular solution.

wall.

differentiation with respect to x.

()

()'

( )+

Superscripts

time average part of dependent variable.

fluctuating part of dependent variable, also used later

with f , g and @ to denote partial derivative with

respect to _ .

non-dimensional variables defined by Equation (AI).
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I. INTRODUCTION

it is probable that a quantitative theory of the turbulent trans-
port mechanismwhich, for example_gives rise to the Reynolds stress in
turbulent boundary layers, will not be available in the near future. One
is therefore forced to model this mechanismempirically. Most of the previous
methodsin the literature inject further empirical content in an attempt to
side-step the analytical complexities of the time averaged equations of motion.
However_with the availability of high speed computers the full equations can
now be solved numerically, thus providing a predictive tool which spans a
large parametric range. The parametric variables which can in principle be
included in the formulation are Reynolds number, Machnumber_pressure gradi-
ent_ transpiration or aspiration, heat transfer and wall roug?_ess for either
planar or axisymme_ric flow. Furthermore the samenuz_erical program can be
used to calculate the laminar portions of the boundary layer development.
Besides serving as an effective tool for the prediction of boundary layer
development_the numerical solution of the boundary layer equations is free
from analytical approximation and therefore underscores the results of the
turbulent transport model.

The seed of the present work was Clauser's suggestion [1,2] that
the outermost part of an equilibrium boundary layer (one for which (U-u)/u T
represent similar profiles when ($* dp/dx)/Tw is held constant) could be
described with a constant effective viscosity. Recently Mellor [3,47
hypothesized an effective viscosity function for the entire boundary layer.
This effective viscosity hypothesis successfully predicted the whole range
(-0.5 < (6* dp/dx)/Tw < _) of equilibrium boundary layers which represented
a considerable gain since it a_lowedthe detailed developmentof such layers
to be calculated from a function containing only three empirical numbers.
Mellor then demonstratedthat the effective viscosity hypothesis gave good
results for a variety of decelerating non-equilibrium flows in reference [5].
There the profiles_ skin friction coefficient and boundary layer growth were
all predicted well and_where it occurred_ the separation point was correctly
predicted. The limitations on the hypothesis are that it has a definite lower
Reynolds numberlimit of R$_ = 700 _ with a practical lower limit somewhat

higher_ and it is in error for boundary layers on walls with curvature in the
streamwise direction. The latter does not represent an inadequacy in the
basic approach. Experiments are still in progress to find the best way of
incorporating the curvature effect into the hypothesis.

The next logical step in the development is taken here - the
extension of the incompressible effective viscosity to include compress-
ible flows with heat transfer. The restrictions on the hypothesis for incom-
pressible flow also apply in compressible flow. Here the Reynolds number
restriction must be mademore specific_ U_/v- must be greater than 700_
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= S is the kinematic viscosity at the edge ofwhere _%k o (U-u)/Udy , and Vs

the viscous sublayer. For large Math number w can be substantially largers
than the freestream value. The density variation in compressible flow also
makesthe effect of curvature even more significant. Both of these limita-
tions will be discussed later in detail. In addition, a restriction to mod-
erate heat transfer rate becomesnecessary. This condition can probably be
written

h° /h
e w

i 2 - o(i) (i)
i + ti!M

2 e

which if satisfied implies that only the mean density need enter into the

determination of the Reynolds stress; and the previously established effective

viscosity hypothesis may be adopted.

By asstuning constant turbulent and molecular Prandtl numbers, the

same effective viscosity function is used in the energy equation. Because

the energy equation is actually solved, instead of simply assuming, for _n-

stance; constant total enthalpy across the ]ayer, compressible boundary layers

with heat transfer can be calculated.

Although the predictive scope of the calculation is much broader,

this report restricts attention to a large amount of high speed adiabatic

flow data with zero pressure gradient, a series of axisymmetrie flow data

with pressure gradients and some incompressible flow data with heat transfer.

II. ANALYSIS OF THE PROBLEM

Equations of Motion

Solutions of the complete time dependent equat;ions of motion L_or

a compressible turbulent bou_:Idary layer are beyond the cgpability of avail-

able numerical methods. A ntunber of simplifications are therefore necessary.

First; using the familiar method of Reynolds averaging; the equations may be

averaged in time so ti_t the effects of the t_ne dependent turbulent fluctu-

ations are expressed as turbulent correlations. In a steady turbulent flow

these correlations are then independent of time. Temporarily it will simplify

matters to restrict the derivation to include only tlmt region away from the

wall where turbulent effects dominate and the direct effects of molecular

viscosity and molecular conductivity are negligible. Using the notation shown

in Figure i, these equations may be written
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._ -- 7"_) o_-7.(F u + 7-q-_) + _ (p _ + (2a)

2
b

_(pu
o

+ p ut2 + 2u ptul) + _y (pvu + p ulv I

m .h

+ u p'v' + v p'u') = - _P--
3x

_ (0uv + o u--q_v
o X

2
-- '2 + 2_ p'_') = _

+ _ p'u' + u p'v') + _ (_._-_ +or -57

b _uv o<_--_(p Uh°+ p u + h

(2b)

(20

p 'u' + u _ %0,) +_ (p Vho . p ho,_, + _ p %0,
o5/

'O" tV/)+h P =0 .,

(2d)

h : -2- + +vS2+w
u , (2e)

- 7-_- -- 7_) (2f)p=_(ph+
7

Since these turbulent correlation terms are not known a priori_ it

is desirable to estimate their importance to determine which are negligible.

For a boundary layer this may be done with a standard order of magnitude anal-

ysis. If it is assumed that

p ZvZ _: Zv z _ p/_<u" (3a)

and

p 'u' _ p'v' (3b)

(which is consistent with equations (7) and (13)discussedbelow) it is

shown in Appendix A that
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m

(where Zkp is the variation of p across the boundary layer and

thickness of layer which is small with respect to the scale in the

rection, _ ) so long as

o

- h /h
A_ e w
_" - l - = 0(_)
Pe i + M 2

e

5 is the

x di-

(5)

Presumably at some high heat transfer rate the condition will be violated.

However, in flow regLmes where (5) is valid, many of the correlation terms

in equation (2) are shown to be negligible. The resulting equations can

then be written in the form*

_p___+a -- ,)
bx _Ty(pv+ p'v =o , (6a) I

-- a7 -- au d7 + _7_
pu _+(p v+ FT_) _:- __ ay , (6b)

-- ah° -- ,_,) ah° a (# + u _)pu %-_-x+ (pv + p ay -_y , (6°)

--c2
-- U

h° = h + 2 ' (6d)

Pe = y - i7 ph , (_)

where

m

- - _u , (6f)
T =W_Ty'P u_v

and

- -_h
q=k_-p v'h' . (6g)

uy

*Note added after CR-I144 first appeared. This system of equations_

(6a - g), was first given by Young _ , and speculation that compressibility

was not directly important in determining h-rTrwas provided by Morkovin [46].

Apparently, the weak condition on their applicability, implied by (5), had not

been stated previously.
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Molecular viscous stresses and heat flux terms have been added to the equations

above to make them valid to the wall. In doing so the terms _" (3u'/3y),

(KI bh t_y) have been neglected relative to _(_u/_y) , K(_h_y) which are

themselves small everywhere but near the wall.

Effective Viscosity Hypothesis

The influence of turbulence appears in the boundary layer equations

(6a),(6b)&(6c) through the terms p'v' 'v' _h _ ., u and v However, only

u av_ and v _ht need be considered since P Iv_ _!_.T_ys o_..... in the _^_

form, _ + p 'v _ , which may be eliminated from (6b)and(6c) with the continu-

ity equation. Therefore, in order to complete equations(6b) and(6c) the

quantities u _v _ and v _h _ must be related to the mean flow variables.

Since the necessary understanding of the turbulent mechanism which gives rise

to these terms is not l_kely to be available soon, a single concise empirical

assumption is the next best alternative. Following the line of argument used

by Mellor [3,4,5] for incompressible flow, an empirical relation will be pro-

posed for the terms u av_ and v _h_ in compressible flow with heat transfer.

The empirical relation for u Sv_ is couched in the form

7 -
--p= w _y - u'v _ = We By-- _ (7)

where we is an effective kinematic viscosity of the type first proposed by

Boussinesq. A kinematic viscosity is chosen because of the essentially kine-

matic nature of the velocity correlation, u Iv( . The hypothesis for the form

of v rests on three assumptions which are supposed to be universally valid:
e

i) in the outer, or defect layer_ ve depends on only three quantities,
* b_ *

5k U , y and _ , where _k U(%o (U-_)dy) is the scale suggested by Clauser

[ 2 ] ; 2) in the inner, or wall layer, v also depends on only three quan-
e

tities, _- , y and b_ where _ is the local molecular viscosity; and

3) in this two layer model there is a region where the layers overlap and both

expressions for v apply sj_nultaneously. It follows from the first two as-
e

sumptions that in the defect layer, v must be of the form
e

v 22

6kU 5kU

(8a)
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and in the wall layer; v must be of the form
e

v 2 2.--

e ¢{K y 0u_ (Sb)_: - v i)y/ '

where K is an empirical constant. Thus the hypothesis consists of two

forms each individually independent of the Reynolds number_ Mach number and

pressure gradient. Now; as a consequence of the third assumption; it follows

that the form of the effective viscosS_y in the overlap region must be;

Thus in the overlap region ¢ and @ must be linear functions so that

2 2 _u (10)
v =gy _-
e oy

This is a result identical to that obtained heuristically by Prandtl [6 7 .

Here_ however_ it evolves as a consequence of the independence of the func-

tional forms for the wall layer and the defect layer. Lastly_ for the hy-

pothesis to predict correctly a viscous sublayer it is clear that very close

to the wall_ ¢ -_ i

An alternative functional fo_ completely equivalent to ($)
[u_°

but offering some computational advantage was later offered by Mellor [_, it

may be written

v Ky '_
e _ _(X) , X :
. --x-

U_ k U_ k

; in the defect layer

(lla)

v ICy %-
e ¢(×) , × : :

V V

Auy function in the form of ($a,b)

of the relation _%y = (_/_)/v
e

; in the wall layer

( llb )

may be transformed to (lla,b) with help
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As before, in the overlap layer, we must have Ve = _¢ = USk¢ =

K_T/_)I/2_I or equivalently @ = X and @ = X Specific functions may be

determined by comparison of calculated profiles with constant pressure in-

compressible velocity profiles and are shown in Figure 2a,b . The specific

curve fit for ¢(X) given in Figure 2b is simpler in form to that previ-

ously cited in [ 5 ] but is operationally e_uivalent. The value

g = .41 is the yon Karman constant and is chosen to predict correctly the

experimentally observed logaritb_mic law of the wall (when -_ ....._w) The

constant _ = 6.9 is chosen to give a best fit to Laufer's data [7] in the

viscous sublayer in the manner demonstrated in [ 4 ] The outer profile

¢(X) was specified so as to conform to C!auser's suggestion that ¢ = constant

= K in the outer layer. Obviously this representatlon is not correct near

the outer edge of the profile and could be replaced by another function @(X)

which decreases for large y . However_ experience indicates that this

would only slightly alter the predicted profile shape.

Finally, it is clear now that relations (lla,b)are a proposal of

empirical inner and outer functions for v e even though knowledge of a dif-

ferential equation for ve is absent. Therefore a composite function can

be ....... _d using a prescription o±'fered by Ya_ Dyke F87 for combining

inner and outer functions (the prescription can be expressed as the sum of

the inner and outer functions minus their common asymptote). Thus v can
e

be written for the whole layer as

v = ¢(X) + R@(RX-) - X , (12a)

or

v
e i

* R

5ku
¢(Ex) +®(x) - x , (12b)

U6 k

where R _-_-- • Some illustrative examples of(12a,b) in incompressible flow
v

for several values of R are shown in Fig. 3 For compressible flow,

the results are conceptually the same but are complicated by the molecular

viscosity variation in R and X •

bet.

It is evident that(12@o_12b)can only be valid for large Reynolds num-

In fact, for R < 700 the overlap layer disappears. Here the notation
_s
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_s is used to designate the value of R at the edge of the laminar sub-

layer. From experience it is apparent that, so long as _s > 2500 , very

little error due to low Reynolds number effects is evident.

The additional complication in compressible form of the hypothesis

compared to the incompressible form is that _ , as it appears in (_a) a_d in

the definition of R and X , is not a constant. Therefore v- will be eval-

uated according to the thermodynamic property relations between _ = _ and

the local meam temperature and pressure. The importance of this cons i.deration

is restricted to the viscous sublayer but is nevertheless necessary to accu-

rate predictions in the case of high Mach numbers where _- in the viscous

sublayer may be much larger than v_ One effect is that a large RS(= v_

may correspond to a much smaller Re(- US_
) as determined locally in the

viscous sublayer. It seems t}_at, for _ ,•_data to be considered here, the dif-

ficulty is frequently encountered in i_igh Mach number flow, and some considera-

tion will be given to a tentative correction.

The underlying assumption that has been made both in this and most

other effective viscosity hypotheses is that the Reynolds stress, u_ _ , is

completely determined by the local mean flow variables. Undoubtedly this is

not always the case. The history of the turbulence will probably be _por-

tant in boundary layers which change rapidly over short distances. In view

of this Bradshaw_ Ferries and Atwell [ 9] have proposed to calculate u j_V

from the ecluation governing turbulent energy transport usi_g several empirical

functions relating the quantities in the equation. Althoug_ it is an inter-

esting approach, we have difficulty in understanding the conceptual basis of

some of their assumptions. Furthermore, the nature of the calculation re-

stricts prediction to regions outside of the viscous sublayer, and the numer-

ical scheme can not be applied to laminar flows.

The other assumptioms which have been made all apply to the form-

ulation itself. First, there is the assumption of a two layer model. In

this, each layer, represented by the effective viscosities(lla_nd(llb), has

its own sca!e_ _ and v respectively. Although there have been a_em_

to formulate the effective viscosity according to a one layer model, (van Driest,

[i0]), it has been generally acknowledged (Townsend, [ii] ) that two scales

are necessary. The assumption of an overlap layer where both formulations

apply has received strong experimental support. This fact was used by Millikan

[12] to infer the velocity profile in that region.

Appendix B compares the presen_ hypothesis with others that have

appeared in the literature.
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Heat Transfer

The other quantity which must be specified is v _ ' . In order to
do this, the assumption is made, following Reynolds, that the heat flux can
be written as

q=pc_
e by ' (13)

where 5^ is the effective heat diffusivity. A relation between _ and
e

v can be established with the usual assumption of a turbulent Prandtl num-
e

ber, Pr t . Since (ve - _-) and (_e - _) are the turbulent (or eddy) viscosity

and diffusivity respectively, then a turbulent Prandtl number Prt may be

defined by analogy to a molecular Prandtl number Pr . Thus

and

e (15)
Prt - C_ -

e

b so that the effective diffusivity can be written as

1 V) ( 16 )C_ - +_(1/ -

e Pr Pr t e

In the most general case the turbulent Prandtl number could be a function of

local variables. However, in the calculations described in Section IV , the

usual assumption of constant turbulent Prandtl number was made.

III. SOLUTION OF THE EQUATIONS OF MOTION

The steady two-dimensional flow in a boundary layer on a plane

surface at moderate Mach number and heat transfer rate, from the preceding

ap_lysis; is characterized by the equations
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( 1y_ )

- - bu - - 'v') _u _ b_- (Zrrb)

- - bh° - - ')b yp u_- x + (p v + ply bh°
b

- (_+ _ ,:)
by

(17c)

- 7 - l--
p - p h

7
(17d)

-- --2
u

h 0 =_+--

2
(17e )

From equations 47) and 413) the effective shear stress and heat flux are

and

-- -- _LI

"F = p v --
e by

q : P (Ze by

417f)

(17g)

The effective viscosity, from equations (ii) and 412) _ is

- ]v : _ ,(x© + us_ x) -xe
(iSa)

U5 k

( zSb)

and

R_ = U6k/_ w
(zSc)
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and from equation (16)the effective conductivity is

V i

e - Pr + p--_t(_e - 7) (18a)

The Sutherland molecular viscosity relation_

7 _ 5/2 (heJCp) + ±_o°
v - \ _-- ] (he/Cp in OKelvin) ,

oo e (_/C_) + llO °

is used to evaluate w in equations(18a) and(18d) .

ate boundary conditions are

Finally the appropri-

u (y,xo) : Uo(y) (20a)

u (o,x) : o (20b)

n

v (o,x) = 0 (20c)

Y

LiraJy__coo EpeU P u(Y')i dY' *- = PeU5 ; (20d)

n

h°(Y'_o) = _Oo(y) (20e)

m

h(o,x)=%(x) , or q(o,x): %(x) , (2Of)

_ Y

Y-*co 0
is bounded. (20g )
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The integral boundary conditions on u

the usual _

and h ° are more restrictive than

and

Lim u(y,x) : U
y-+ oo

m

Lira hO(y,x) = h °
y-*_ e

(21a)

(21b)

As noted by Hartre% the conditions_ (21), admit two types of solution for

large y

m 2

U(x) - u(y,x) and h ° - h°(y_x) _e -y
e

( 22a )

and

U(x) - u(y_x) and h o _ hO(y,x) _y-a
e

, (0 < a)

(22b)

The second of these forms predicts infinite displacement_ momentum and en-

thalpy thicknesses and therefore is not a valid solution. The integral

boundary condition specifically avoids this and al]ows only the form (22a)

It is convenient to introduce the following definitions:

f '(rI_x) -
De U - p u

Pe U

(2!_,a)

Pe

o01,x) - -
P (2_,b)

h ° h °

g'(_ _x)- e

h ° - h
e r

(23c)

48



y/5*: (23d)

Although frcouently it would be more useful to have f' be a function of

velocity only_ the stream function-like form of f' above makes incorpora-

tion of the contiuuity eq_ation much simpler. An arbitrary reference en-

thalpy, h r _ is used and can be defined in any way which is convenient to

a particular problem. For example, we could set h = 0 or in the case
r

of low M&eh nut,her it is often convenient to set h = h at some reference
r w

........ _un. _-_y_ the _s_ of the normalized variable q largely all-

the change in tnic>_ess of the boundary layer, represented by _vorces

from the change in shape, represented by f'(q) and g'(_) . It is there-
x x

fore possible to use a fixed distribution of r_ grid points in the numer-

ical calculation r_ther than one in which the spacing grows with the thick-

ness of the boundary layer.

Substitution of th_se i_arameters ir_to equations (l_Fb) and (17c)

yields

_T <l-f'Sk @

f

/

I{ }= Q-0 7- _)-_ o_ -_ fx

f
+ e+_ e ) \._ -2 + -x. , ,o ,f \x x x

+

f

I "
-g

6

2 e , T_ _ 1 1 2<1 _ f,

H(1 + Me)

( '/•ee g_ -_I , ,

X ,

)

I

(2_=).

C2_-b)
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The density ratio is found from equations (17d) and (17e),

0 =

_+]_+_ 4¢_-_,'i_¢_+_ _Io¢_-_'I
425)

Primes indicate differentiation with respect to q and_

(P e U6e)x

Q -

Pe U

(26a)

*
U 6

x
V - U

426b)

H _

h 0 - h
e r

h °
e

( 26c )

From 412b) and 416) the effective viscosity and conductivity are

v

e 1 ¢(_X) + @(X) - X ,
T- ._, -R

6k U

(27a)

O_e i i / i\

i- . R pr + p--]-<,T- _)
5 k U _ t

427b)
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Here_ since the effective viscosity and conductivity have been expressed i.n

terms of the defect variables throughout the layer_ R must appear explic-

itly in the wall layer parts of both fo_nulations. The boundary condit _.ons

are

f'(_,xo) = fo( ) , (28a)

f(o,x) = 0 ( 28b )

f'(o,x) : £ (2&:)

Lim f(_,x) = 1
y-_oo (28a)

I

g '(_ 'Xo)'-- go @ ) ( 28e )

h°e- %(_) s o_(x)
g o,x) or g o,x) :-

h ° -h )h ° - h Pw Vw( ee r r

(28f)

Lim g(q,x) is bounded.
y_

(28g)

These partial differential equations are parabolic in the x

direction and are therefore well suited to conversion to ordinary differ-

ential equations in _ by replacement of the x der_.vatives w:ith finite

differences. This is done according to a scheme used successfully by

Mellor [ 5 ] • The x derivatives of the functions, f' , g' and

6* are written as
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J l
f - f

bl

f -
x /ix , (_9a)

l

g -
x Ax

l l
h - h

b

, (29b)

- 8b
-

x Ax , (29c)

mx = x - xb , (29d)

where f_ gb _ etc. are the known profiles and f' 'g ; etc.,

' and g_ best approximateare the profiles to be calculated. The values of fx
l

the derivative of f' and g at Xm _ the midpoint between x b and x .

This can be used to advantage by defining the average values of the vari-

ables between xb and x as

f': _(f_+ f') , (3oa)

')g': _(g + g , (pb)
m

: _(5b + _ , (3oc)m

: + M ) etc. (30d)
Mere ½(M_ b e '
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and then rewz-iting equazions (24a), (24b) and (25) in _e_._.s of t:_em.

These equations are

6k Tm ' \ f"
- f' = Q 8m _ - fro] m

6e em m m

! 60 _, '
+ 2)+Q+ <V em rex/ m m

5

\, m ( m'l- .t" - @m_j _ z -f
f •

m

f 6"X" _ (lm , ")i" i
+ Q 8'+ -f f

• m _ m m m

. I
< )

m x

. f
6

k ThinI .
* 0 -g +

6 m | m

<

r_ _ 'f-Qq e'+ f'\ '
m _ mJ b

I 2 /

7-1 2 X T'_ " 8 - fro,)

(i hm L |

J

(3za)

f '-X-

6m /

\. _ {+_. \ #
- fm)- 2 m - fb, ) gmZ_ m

I m
m] gm. _ - f "m] b

J \

(31b)
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e
m

7-1 2
1 + _/l+ 7__AM2(l- f,)2(l+ Me )(1- _j)e m -7

m m

[Om - (Tb t
t9 =2

x _x

(31c )

, (3_d)

* ( *_Pe U6 - Pe U6
Q = , (31e)
m Peru Um A x

U - Ub) 5*

vm- u ax ' (sir)
m

_m - y- . (31g)
5
m

The equations above are a set of ordinary differential equations involving
t F

only the variables fm ' gm ' etc. to be calculated and the known profiles,

f_ , g_' , etc. Once fm' and g_ have been obtained, the profiles at x ,

the position of interest, are simply

f '(,1) : 2 fm(_t)- fb'(,1) , (32a)

g'(_): 2 _'(_)-_(_) , (32b)

5 = 2 5 - 5b , etc. (32c)m
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A problem is encountered when using the finite difference method

described above. 14 for some reason, the known profile at xb is not accu-

rate_ this inaccuracy is passed on with small attenuation to succeeding pro-

files. This situation results £rom the fact that near the wall the profiles

adjust very quickly to local conditions. Therefore instead of approaching

the correct profile more slowly as the outer layer does_ the layer near the

wall will immediately assume the correct values for the midpoint at each step

in x If the profile at xb is incorrect_ it will be projected through

the correct midpoint profile with equation (32a) to an equally incorrect pro-

file at position x Besides producing profiles which are incorrect near

the wall s this oversboot causes oscillating skin friction and heat transfer

coefficients. An alternative to the method above is the backward difference

method which_ although the x derivatives are less accurate_ is free of this

overshoot. There the equations would be solved in the form (24a) and (24b),

and the x derivatives would be approximated by

f' - fb
J

f - , ( 3a)
X ,_ X

I

gx - A x , etc. (33b)

However by combining the two difference methods_ the overshoot_ when it

occurs_ can be greatly reduced,and yet sufficient accuracy can be maintained.

This is accomplished by calculating the intermediate profile somewhere be-

tween (x - Xb)/2 and x according to the relation

_
x -x b / , (34a)

X - X

( ,(o
gm = gb + - gb) x - x bj _ etc. (34b)

In places where the botmdary conditions change rapidly and overshoot is
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likely, x m can be made closer to x ; in places where overshoot is unlikely_

x can be closer to (x - Xb)/2 for accuracy. Also, using this method with
m

Xm set close to x, poor guesses for the initial profiles fo(n) and go'(q )

will still result in acceptable profiles several x positions downstream.

Another device was found to be convenient in connection with initial

profiles. In many boundary layer calculations initial velocity and enthalpy

profiles are not known. Even when comparing calculations with established

data_ as in Section IV _ initial profiles are not completely specified. This

is true_ for instance, in the sensitive region near the wall. What is known

are the conditions of pressure gradient and heat transfer under which the

layer developed and the Reynolds number and displacement thickness at the x

position where the calculation is to begin. The initial profiles were there-

fore produced by recalculating the input profile with several simplifying

assumptions. It was assumed that the pressure gradient was produced by a

velocity distribution of the form

O

and that the growth of $ was linear

which gives the result that

-All+B(1- (37)
U - A B and Q - Pe U e

• !

are independent of x . Finally the profiles f and g are assumed to

be unchanging with x . The momentum and energy equations then become
!

ordinary differential equations in _ to be solved for f' and g . The

resulting profiles were satisfactory even though the Reynolds number was not

allowed to change from profile to profile and therefore the skin friction

coefficient and Stanton number are not exact. Then_ since there was a slight
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discontinuity in values like Cf and 5 betweenthe reset profile and
the first profile moving forward, it was found best to allow space to cal-
culate profiles at two or three stations before the initial station.

The solution of the ordinary differential equations (31a) and (31b)
was carried out iteratively. The successionof calculations in a single
iteration wasas follows. Themomentumequation (31a) was solved for f'
f _m and _m " Thenthe parameters q and V were recalculated based
on the new 5*m " The energy equation was solved next for _ and _ and
then 0m ........ rm_ from equation (3ic). Finally the effective viscosity
and conductivity were calculated from (27a_nd (27b_sing the variables at
xm . This methodproved very satisfactory. The solution of the energy equa-
tion followed the iterations of the momentumvery well. Therefore it was
unnecessary to have an internal iteration loop for the energy equation to
assure its convergenceas did Smith and Clutter [13] . Speedof convergence
for the whole loop varied_ but no cases required more than seven iterations,
and in simple cases two iterations were sufficient.

A fourth degreeRunge-Kuttamethodwasused to solve equations (31a)
and (31b) • In order to use this methodthe f' and g' equations were
written in pseudo-linear form

l

I C6(_) [fll ÷ C5(_)I I = C3(_) f/' + C_(_) f / + CI(_) f + C4 (3 _)

where the coefficients are the quantities in brackets in equations (31a,b)

These coefficients were evaluated from the solution obtained from the pre-

vious iteration. The Runge-Kutta equations for the solution of (38) are

given in Appendix C.

The calculation of each equation was begun from the wall with the

specification of two boundary conditions as given by (28) The outer bound-

ary conditions on (_a) and(31b) were met with the use of an asym_totic solu-

tion for large _ which assured the correct exponential behavior as shown in

equation (22a). The derivation of the asymptotic solution is performed with

the additional simplifying assumption that the turbulent Prandtl number is

unity (see Appendix D ). For compressible flow with heat transfer the asymp-

totic forms of f' and g can be expressed in terms of f and g at

point _ , far out in the layer,
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'(_,_)= f '(hl,x)exp

\2

2r(x) , (39a)

'(g 4,x) = g_hi,x) exp

(hl i")2 (h \2- - -l)

2r(x) , (39b)

= r(%) +
\ PeU6 */

2K r x 6k (PeU)26*d.x
x o 5"(PeUS*_ 2j

(_-o)

The nu_erical solutions were matched to the asymptotic solution by exploit-

ing the effective linearity of equations (31a) and (31b) Both homoge-

neous and particular solutions were obtained for each equation. The solu-

tion of the homogeneous equation was added to the particular solution in the

proportion to make the numerical solution join the analytical solution at

hI In this _nner the third inner boundary condition which had been

guessed to perform the integration was reset to the proper value afterwards.

This was done according to the equations

fs=fl+A f lp fh ' (_la)

I / I

g = gp + Ag gh _ etc. (41b)

The constants Af and A are obtained using the derivatives of equationsg

(39a) and ('39b) , evaluated at the matching point hl ,

h I - i_

= f'(_l)f"(hi) (42a)
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_l) = r g'(%) (42b)

Therefore Af and _g are given by

5(_i)" + "_r '%%1)

(x-
;!

fh(nl)+ r f2(nP

(43a )

gp(_l)+ r gp(_l)
A = -

H

g h( '_i) + r gp(nl)

(43b )

The method of calculation from an oPerational viewpoint is as
! l

follows. First,profiles of f and g are read into the program as

functions of _ . These profiles correspond to the first x position,

x = xI ; say. If these profiles are complete and satisfactory as they

stand; they are used unaltered. If3 on the other hand; they are not the

desired initial profiles; approximate initial profiles are calculated for

the required initial Mach number; Reynolds number; displacement thickness;

lateral wall curvature; and heat transfer rate or wall temperature. If
l l

the f and g profiles are to be recalculated; the input profiles are

used as initial guesses.

Next the values of the mainstream Mach number and wall heat flux

or temperature are read in corresponding to the discrete values of x at

which profiles are to be calculated. Also read in for each x is a number

between 0.5 and 1.0 which indicates the position in the interval between

x values where the actual calculation of the profile is to take place.

Then the profiles and parameters for each succeeding x position are cal-

culated and reported until the last x position has been reached.
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IV. COMPARISON WITH EXPERIMENTAL DATA

Zero Pressure Gradient

A wide variety of experimental velocity profiles measured in

constant pressure adiabatic flows are available. Calculations were per-

formed for a few of these profiles representing a range of Mach number

from 2 up to 4.5. No data at lower Mach numbers are compared because

there are few experiments in the transonic region. This is the result

of experimental difficulties not related to the development of the bound-

ary layer itself. Furthermore_ the boundary layer in the subsonic and

transonic range differs only slightly from the incompressible boundary

layer,

Calculations for the flows considered were begun by genera-

ting an initial constant pressure profile internally as described in Sec-

tion III. Then_ starting at a Reynolds number somewhat below that of the

data profile_ the calculation proceeded until the data Reynolds number was

reached__. These profiles were calculated two ways_ once with the assump-

tion h°(y) = h O (or g _q) = O) and once using the full energy equation
e

with Pr = .78 and Pr t = 1.0. The results were identical within the ac-

curacy of the graphs. Experimental profiles were chosen which had values
_

of USk/W s above 2500, where $*k is the kinematic displacement thickness

and _s is the local molecular viscosity at the edge of the laminar sub-

layer. As explained in Section II this criterion assures that the hypoth-

esis is well within its range of validity. The calculations and experi-

ments are compared in Figures 4 through 9.* It is clear from the figures

that the prediction of the velocity profiles and skin friction coefficients

is remarkably good.

Further comparison with established results was provided by cal-

culating the skin friction coefficient for constant pressure adiabatic flows

over a range of Mach number. +_ The calculations were carried out as described

for the profiles above. Initial profiles were generated and then allowed to

develop until a high enough R e had been reached. Then_ for R e of 2000

and 7000_ the skin friction was normalized by the corresponding_ incompress-

ible skin friction. Above M e _ i _ in the R e = 2000 case_ the Reynolds

number Rs(= USk/ws) was below 2500; therefore that curve was not continued.

Above R e = 7000_ there was no discernable change of the calculate_ values of

Cf/Cf. with R e . The results of these calculations are compared with ex-
i

perimental skin friction coefficients from Kuethe [ 20 ] in Figure i0.

*Data from references 14, 15, and 16.

%Data from references 14, 17, 18, and 19.
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Rg=28200 / /
dp _/_
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I

o l , n I0
0.4 0.3 U-u 0.2 0.1 0.0

1

U

- O.00202
Cfexp.- C fthe.= 0.00201

_r

FIGURE 4. Comparison between a velocity profile measured by

Coles [14] on a flat plate at M = 1.98 and the
e

calculated profile shown with an unbroken llne.

The experimental skin friction, which was measured

with a floating surface element, is also compared

with the calculated value.
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Me=2.58
RS, = 46800

dp

d--_ = 0.0

S t =0.0

0

2

U-u 0.2
U

0
0.0

Cfexp-O.O0166, Cfthe. =0.00170

III"B
f e.

FIC_aE 5- Comparison between a velocity profile measured by

Coles [14_ on a flat plate at M = 2.58 and the
e

calculated profile shown with an unbroken line.

The experimental skin friction, which was measured

with a floating surface element, is also compared

with the calculated value.
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Me=3.70
R_;*= 58900

0

0

0

2

i t ! I I 0
0.5 0.4 0.3 U-u 0.2 0.1 0.0

U

0.00158 0.00145
Cfexp. = , Cfthe=

II'IPll

FIGURE 6. Comparison between a velocity profile measured by

Coles [14] on a flat plate at M = 3.70 and the
e

calculated profile shown with an unbroken line.

The experimental skin friction, which was measured

with a floating surface element, is also compared

with the calculated value.
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Me=4.55
RS, = 70800

d__p= 0.0
dx

o

St =0.0 o
0

o

2

0

0.5 0.4 0.3 U-u 0.2 0.1 O0
U

Cfexp. =0.00122, Cfthe-O.O0126

FIGURE 7. Comparison between a velocity profile measured by

Coles [14] on a flat plate at M = 4.55 and the
e

calculated profile shown with an unbroken llne.

The experimental skin friction, which was measured

with a floating surface element, is also compared

with the calculated value.
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2

FIGURE 8.
Comparison between a velocity profile measured by

Nothwang El5 _ with a pitot tube on a flat plate at

Me = 3.03 and the calculated profile shown with an

unbroken line.
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Me=2-67 ooOOy
i0 e

Ra.=s.O x o_"

 -oo

0.3 0.2 U - u 0.1
U

4

3

2

0
0.0

Cf exp.=0.00086?_, Cfthe = O.000856

J

FImmE 9. Comparison between a very high Reynolds number

velocity profile measured by Moore and Harkness [16]

on a tunnel wall at M = 2.67 and the calculated
e

profile shown with an unbroken line.
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Chapman and Kester [17]

Coles [147

Lobb, Winkler and Persh [18]

Dhawan [19 ]

7000 <

I I I I
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Me

FIGURE i0. Comparison between experimental skin friction mea-

surements obtained by a number of investigators

(after Kuethe [20]) and the calculated skin fric-

tion. Cf/Cfi is the ratio of compressible skin

friction coefficient to incompressible skin fric-

tion coefficient at the same value of Re = 2000,

and one for R8 greater than 7000. The calcula-

tion for R e = 2000 does not extend beyond M e = i

because of the Reynolds number limitation on the

effective viscosity hypothesis.
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Again the comparison with the data is favorable.

Having seen the degree of success achieved by the effective vis-

cosity assumption in cases where R s is high enough, it is valuable to study

the nature of the error incurred for small values. Some examples of this are

shown in Figures ii through 16". Figure ii illustrates this especially well.

Beginning with the first profile, for which the calculated value of _s is

1260, a progressive improvement in the theoretical prediction is evident up

to the last profile for which _s is 2440. However, although the shape

of the profile is not too good for low _s, the growth of 5* is quite ac-

curate as is also shown in Figure ii • The calculation of this series was

begun by generating a constant pressure profile internally at the appropriate

Mach number. Because of the slight discontinuity in skin friction and other

parameters after the generated profile, which was mentioned in Section III,

this profile was calculated for approximate values of 5* and RS* at x
o

somewhat upstream of the first profile measurement at x = 5.95 • Trial

caiculations were made from x o up to x = 5.95 so that 5" and RS*

matched the experimental values at x = 5.95.

The importance of considering _s(: USk/[ s) rather than the ex-

ternal Reynolds number B6* (= U_*/_) is brought out in Figure 12 , where

P_ would be sufficiently high if the Mach number were low. However, the

Maeh number is high, making as too low and therefore the theoretical pre-

diction is poor. Figures 13 through 16 also exhibit the same effect for a

range of Mach numbers. At the beginning of each series the prediction is

poor and, although it improves slightly as the layers develop and R s in-

creases; the Reynolds number is still not high enough at the end of each

series, especially in the higher Mach number cases. In spite of this, it is

interesting to note that the growth of 8 is predicted accurately. For the

calculation of the sets of profiles shown in Figures 13 through 16,as in

Figure ii , both 5* and RS* matched the experimental values at the in-

itial x station according to the procedure described above.

Because of the variation of w across the layer; boundary layers

with low values of _s occur in practice much more frequently in compress-

ible flows than in incompressible flows. It would be useful to modify the

*Data from references 18, 21, and 22.
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FIGURE ii. Comparison between a series of velocity profiles

measured by Monaghan and Johnson [217 on the flat

wall of a tunnel and the calculated profiles.

Profiles calculated using K = 0.016 in the effective

viscosity function are shown with unbroken lines,

and profiles calculated using K = 0.016 [i + (IIO0/Rs)27

are shown with dashed lines. The measured growth of

5 with x is compared with the calculated growth

illustrated with an unbroken line. The calculated

growth of 5@ for both values of K are indistinguishable.

The initial and final values of R are also given.
_S
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Me --4.93

RS.= 61000

dp = 0.0
dx

S t : 0.0

I.O 0.8 0.6 U- u 0.4
U

o
0.2 0.0

It

FIGURE 12. Comparison between a velocity profile measured by

Lobb, Winkler and Persh [18] on a flat tunnel wall

and calculated profiles. The profile calculated

using K = 0.016 in the effective viscosity function

is shown with an unbroken line and the profile

calculated using K = 0.016 [i + (llO0/Rs)2 ] is shown
96 --

witha _s_ed line _e wlue OfRs(=U_k/Vs)for

this profile is 1050.
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FIGURE 13. Comparison between a series of velocity profiles

measured by Michel [22] on a cylindrical model

whose radius was large with respect to the bound-

ary layer thickness and the calculated profiles.

Profiles calculated using K = 0.016 in the effec-

tive viscosity function are shown with unbroken

lines and profiles calculated using K = O.O16X

[i + (ll00/Rs)2 ] are shown with dashed lines.

The measured growth of e with x is compared with

the calculated growth illustrated with an unbro-

ken line. The calculated gro_h of e for both

values of K are indistinguishable. The initial

and final values of R are also given.
_S
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FIGURE 14. Comparison between a series of velocity profiles

measured by Michel [22] on a cylindrical model

whose radius was large with respect to the bound-

ary layer thickness and t_ calculated profiles.

Profiles calculated using K = 0.016 in the effec-

tive viscosity iknaction are shown with unbroken

lines and profiles calculated using K = 0.O16 X

I1 + (ll00/Rs)2 ] are shown with dashed lines.

The measured growth of @ with x is compared with

the calculated growth illustrated with an unbro-

ken line. The calculated growth of e for both

values of K are indistinguishable. The initial

and final values of R are also given.
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Comparison between a series of velocity profiles

measured by Michel [22] on a cylindrical model

whose radius was large with respect to the bound-

ary layer thickness and the calculated profiles.

Profiles calculated using K = 0.016 in the effec-

tive viscosity function are shown with unbroken

lines and profiles calculated using K = O.O16X

[i + (ilOO_:) 2 ] are shown with dashed lines.

The measured growth of e with x is compared with

the calculated growth illustrated with an unbro-

ken line. The calculated growth of e for both

values of K are indistinguishable. The initial

and final values of R are also given.
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FI_JRE 16. Comparison between a series of velocity profiles

measured by Michel [22] on a cylindrical model

whose radius was l_rge with respect to the bound-

ary layer thickness and the calculated profiles.

Profiles calculated using K = 0.016 in the effec-

tive viscosity function are shown with unbroken

lines and profiles calculated using K = 0.016X

[1 + (llO0_NS)2] are shown wlth dashed lines.

The measured growth of 0 with is compared with

the calculated growth illustrated with an unbro-

ken line. The calculated growth of 0 for both

values of K are indistinguishable. The initial

and final values of R are also given.
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behavior of the effective viscosity to account for this. Accordingly; some

numerical experiments were performed with trial amendments to the effective

viscosity function for low Reynolds numbers. The most successful method

seemed to be to vary K according t_o the following rule

K --.016 +
(44)

Then the overlap layer_ which ordinarily would have disappeared as the outer

region met The sublayer_ is maintained. Although this procedure maintains

the essential overlap layer specified in the third assumption of the hypoth-

esis; the device used is somewhat artificial. The results of this correction

are shown as dashed lines on the velocity profiles where the Reynolds numbers

were too low for the usual effective viscosity. The profiles in all cases

are considerably improved. Of course_ this approach is merely exploratory

_ _ __7_ conclusion seems to _ tb_t _ works. _f, hermore, it does

not seem to represent a truly systematic extension of the first order hypoth-

esis represented by equation (12).

Axisymmetric Flow with a Pressure Gradient

Variable pressure gradient data are also rare_ due to the greatly

increased difficulty of carrying out boundary layer investigations in flow

with Mach waves. The pressure gradient experiments performed by Winter;

Smith and Rotta [ 23 ] were chosen for comparison here. These data are com-

plete and carefully taken; but the results include other effects besides

pressure gradients since measurements were taken on a surface of revolution.

The effects; which must be accounted for, include lateral and longitudinal

curvature as well as freestream Mach number variation. Although the Mach

number variation is not excessive; the change in lateral curvature causes

strong convergence and divergence of the stream lines. Furthermore; in some

places the approximation that $/RLA T << i was no longer valid and the

equations of motion had to be written in axisy_metric form (see Appendix E).

The approximation that the boundary layer was perpendicular to the axis of

symmetry was still valid, however; since 5/P_0NGm << i .

Boundary layer development was calculated for four series of pro-

files. The approximate Mach number range represented is from 0.5 to 3.3 and

the approximate Reynolds number range is from U$*/_ = 5000 to 45000. The

lowest Mach number flow had only small changes in Mach number; whereas the

Mach number variation in the other flows was more substantial. Calculations
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were begunby generating profiles internally under the proper conditions of
pressure gradient and lateral radius gradient for a station upstream of the
first measuredprofile. Then trial calculations were carried out to find
the Reynoldsnumberand displacement thickness at the upstream station that
would result in the experimental conditions at the first experimental pro-
file. The final calculations were initialized with these values. The Mach
numberdistributions _n Figure 17_ and the assumption of an adiabatic wall
were used as boundary conditions. Calculations were performed twice, first
with the assumption of constant total enthalpy, (g t = O) and again using the
energy equation with Pr = 0.78 and Prt = 1.O . As in the case of the
constant pressure profiles the difference was small.

Figures 18 and 19 showthe experimental and theoretical variation
of 6" and e • In both cases the calculated values comparevery well
showingthat the convergenceand divergence has been properly accounted for.
The points markedwith squares were calculated using the yon Karmanintegral
momentumequation with the experimental values of Cf and 5*/e This
verifies that the symmetryof the flow was good. The results of the skin

friction calculation are shownin Figure 20. Although the tendency of the
calculated Cf is correct in all cases, the prediction is generally some-
what high. At present the reason for this is not known.

The profiles are shownin Figures 21 to 24 . The first few
profiles comparewell in most cases, which showsthat the method of init-
ializing the calculation is adequate. However,near the region of the waist
of the body the calculated profiles begin to diverge from the experimental
profiles. Beyondthe region of the waist the Machnumberdistribution out-
side the boundary layer reported by Winter_ Smith and Rotta is almost con-
stant in each case. Onthe other hand, the experimental profiles changevery
muchbeyondthis point. Therefore_ either the external Machnumbervariation
is not indicative of the Machnumbervariation inside the layer_ due perhaps
to the presence of Machwaves_or there is an effect other than that of pres-
sure gradient which has not been taken into account. Onepossibility is the
effect of longitudinal curvature on the structure of the turbulence itself.
Experiments such as those of Eskinazi and Yeh [24] in constant property flow
have shownthat the mechanismof the turbulent motion is affected by longi-
tudinal curvature. Mellor also pointed out [5] that this was probably a sig-
nificant effect in someincompressible boundary layer flows. It is proposed
that faster moving fluid farther from the wall would be inhibited from mixing
with fluid close to the wall by a centrifugal force acting awayfrom the wall
on a convexwall, and encouragedto mix by a centrifugal force on a concave
wall. Thus in the more stable case on a convex wall_ the effective viscosity
would be reduced, and on a concavewall the effective viscosity would be in-
creased. This is the defect which is apparent in the theoretical calculations.
In the region before the waist, where longitudinal curvature is small, the cal-
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culations comparewell. Beyondthe waist, where longitudinal curvature is
large, the calculated profiles are not as full as the experimental ones, in-
dicating that the effective viscosity used in the calculations was not large
enough. This effect was also apparent in calculations of data measuredby
McLafferty and Barber [25] on a concave surface. Here, although the experi-
mental boundary layer did not separate, the calculated bo_indarylayer sepa-
rated after a short distance in the adverse pressure gradient. Again it is
likely that this separation resulted from a lower value of effective viscosity
in the calculations than in the experimental flow. Recently Rotta [26] has
re-examined the Winter, Smith and Rotta [23] data. Hepoints out that in com-
pressible flow on an adiabatic wall the curvature effect is amplified by the
density stratification. This would explain the observation that the theory
predicts the profiles after the waist better for the lower Machnumbercases
than in the higher ones.

Heat Transfer

Although a considerable amountof work has been done on heat trans-
fer in turbulent boundary layers, very few temperature profiles have been
measuredcomparedto the numberof velocity profiles measured. Furthermore,
few heat transfer measurementshave been at moderateMachnumbers. Most of
the data is either from constant property or hypersonic flow. Unfortunately,
the hypersonic experiments, such as Lobb, Winkler and Persh [18] and
Danberg[ 27 ], were at Reynolds numberswhich were too low for the hypothesis.
A series of temperature profiles for an incompressible, constant density flow
was calculated for comparisonwith someprofiles measuredby Reynolds, Kays
and Kline [ 28 ]. Following the boundary conditions reported for the data,
calculations were madeat constant pressure and constant wall temperature.
The profiles were calculated with Pr = 0.78 and Prt = 1.0. A turbulent
Prandtl nu_rlberof one gave the best results although small variations in
Prt had little effect. However, the data available are not sufficient to
make a definitive judgment on the best value. The calculations of the series
of temperature profiles are comparedwith the data in Figure 25 . The
prediction is quite good.

Another comparison is afforded by a group of Stanton numberdis-
tributions measuredby Moretti and Kays [ 29 ]. Theseagain are incompress-
ible constant density flows but they include a wide variety of longitudinal
wall temperature distributions and pressure distributions. The calculations
were performed with the experimental velocity and temperature boundary condi-
tions shownin the bottom two graphs of Figures 26 to 37 • The experi-
mental Reynolds numberand momentumthickness were only reported at one point
in the flows. Theseare noted on the graphs of mainstreamvelocity distribu-
tion and the position of the measurementis indicated with an arrow. In order

85



I
ID

I i 00L
0,8

',io o:8

 °°oTt

Me=O.O /o!/!/

,,p /_ y o/
d--_-= 0,0

/

o °x 29

0,8 0.6 f e - t 0.4 0,2

te-t w

-O6

0.4

y(in)

O2

O0
O0

-- LL_

FIGURE 25. Comparison between a series of low Mach number,

constant-property temperature profiles_ measured

by Reynolds, Kays and Kline [28] on a heated flat

plate in a free jet tunnel_ and the calculated

temperature profiles shown with unbroken lines.

86



S t

004

O03

0O2

001

o

* i ' z_0 I , i,u _"-' 50 50 60 70
x(in)

U(fps)

200

I00
o 0 o

0 I I

0 I0 20

Rx =2.20 X I06 1

Re =4378 1
o o

I I I 6 I I50 40 50 0 70
x (in)

(te-t w)

oF

20

I0

oOOoO_OOooooooco°oo°ooooooocoooooc_oOoOOoO_
o

o

o

_o°ooo COo oooo_o ooo °

i I

0 0 I0 20 4'0 7'0
X(In)

f,

FIGURE 26. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculations.

87



S!

004,

O03

I002

.001

o

_oo_ °
o o

O0 I 20 30 40 50 60

x (in)

U(fps)

200

IO0

o

0 o

'iip
0

!

I() 20

Rx=l.78 X 106 t

R e 3710 "_

o o

I I I I30 4o so do
x(in)

2O

I0

0 !

0 7O

o

o

I0 20 30 40 50 6'0

x(in)

FIGURE 27. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculations.

88



St

.OO4

.O05

O02

.001

O

ol I I

0 I0 20 0 40 0 60 70

x(in)

U(fps)

200

I00

0

0 o

trip

0 0 0

i,o io

o o o °O

0

0

x{in)40 50 _)0 7E)

(te-t w)
oF

2O

I0

C
0

oO°°O°cb°o°°°° °°°°ooOOOoooooq:po

o

0

ooooo_,oo_
I I . I [ I I

I0 20 30 40 50 60 70
x(in)

F

FIGURE 28. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the ex__erimental velocity distribution and wall

temperature distribution which were t_sed for the

calculat ions.

89



S t

004'

003

OO2

.001

0 I l l l l I J

0 I0 20 30 40 50 60 70

x(in)

U (fps)

200

IO0
trip

0

o
O

o o_

o

o

o 0 o o o o 0

30 40 so _o 7b
x (in)

(te-t w)
OF

2O

I0

0
0

ooooo°o%_ooo

o

o

o

OOoooooo o ooooo o oOOOoooOooo COoOOOOooaoocoO °

,b 2'o 3'o do _o do _o
x (in)

fl

FIGURE 29. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculat ions.

90



St

.004"

.003,

.OO2

.001

o

0

I _ I I I ICo I 20 0 40 50 60 70

xCin)

U(fps)

2OO

I00

o

0 o

trip

Rx= 0.97 X I06 o°°°°°°°°
0

o

Re-- 2280 oo

oooo oo o o o /_,oO_°°°°°°°

I

tO
I

2O
I I I I I

30 x (in) 40 50 60 70

(te-t w)
oF

2O

I0

0

oo
0¢o0oo0 00o Oo

0 0 ' ,I0 20

ooOoOOO_O_OOoO°O,_oooo_,_OOo°
o °ooOOOoOOo_

o

I t | I i

30 40 50 60 70
X(in)

r"

FIC4/RE 30. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculations.

91



St

.OO4

.003

.002

.001.

0

I | I I I I I

0 0 I0 20 30 40 50 60 70

x(in)

U(fps)

2OO

I00

0

0
0

'i° o
! I

I0 20

o o

Rx = 0.97 X 106 ooooOOOoo
o

Re = 2280 o°

o o o _oo _ °e°°°°

I I I I I

30 x ()'in"40 50 60 70

(te-t w)
oF

2O

I0

°°_oOOo% o

0
0

0

0

O0Oo00o 000 CO00 ooooooooa_o°oo°°°°°°°°°

I I I l I I I

I0 20 30 40 50 60 70
x (in)

FIGURE 31. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculat ions.

92



.004

.003

St .002

.001

0%

I 210 I I I I II0 30 40 50 60 70
x(in)

U (fps)

200

I00

o

0

Rx= 0.77 X I0 e

Re= 1890 ° o o o o oo
o

7 o0 O0 0
0 0 o

I I I I I I I

I0 20 30 40 50 60 70
x (in)

(te-t w)
OF

2O

I0

0
0

ooooOOOOOOOooOooOOOo°oooooooooocbo
o °OOooOoocb

o
0

o

oo_oooooooOOO°°

I I I I I I I

IO 20 30 40 50 60 70
x(in)

f,

FIGURE 32. Comparison between a Stanton number distribution

measured by Moretti and Kays E29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculat ions.

93



St

O04'

003

.002

.001

°°°° % ooOO

__ %o0 oOOOoOo o

-OooO_

0 I I I I I I I

0 I0 20 30 40 50 60 70

x(in)

U(fps)

200

I00

0

0
0

Rx = 0.63 X tOe

Re = 1620
trip

I oo
° O ° °

I I I I I

I0 20 30 40 50
x (in)

000000

0

0
0

I !

60 70

(te-t w)

oF

2O

I0

C I
0 40

x(in)

oo_oOoOOOOOooooOOOGoOo o_oOoo,..,,.,_
u v o "-.4_ 0oo

o OoooeOoc_Oo

0

0 o

_oOooOocxx:x_O°

I I I I i i
10 20 30 50 60 70

fx

94

FIGURE 33- " Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken llne. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculat ions.



St

.004"

.003

.002

.001.

o

_s<2500

o

; I I ,_ I II0 20 30 40 0 60 70
x(in)

U (fps)

2OO

I00

RX'0,53 X 106 (so

Re--1410 __o°
tr_p o

o 0

I I I I I I I

I0 20 30 50 60 70
x (in) 40

(te-t w)
OF

2O

I0 ¸

| I I I l

0 30 40 50 60 70
x (in)

_o_ o
%

o

0

ooo_oo_cooooo

I
I_) 2O

FIGURE 34. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculations. The x position marked with a ver-

tical line on the Stanton number curve shows the

position that Rs(= USk/_s) becomes less than

2500. 95



St

.O04

003

002 '

,00t

o

oO_bo

o o

' _ I I I I I ICO I 20 30 40 50 60 70

x (in)

U(fps)

20O

I00 trip

o

Rx=1.27 X I06

Ro = 2820

0 I I I I

0 I0 20 30 40
x (in)

I I I

,50 60 7O

(te-t w)
oF

2O

I0

0
0

ooo oO_OOoa_o ooooooOCbOo°O°°OooOooOOooo
o Ooc_°

0 0

0

o,i°° , , ,,o 20 30 6o
x(in)

96

FIGURE 35. Comparison between a Stanton number distribution

measured by Moretti and Kays [29] on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculations. The x position marked with a ver-

tical line on the Stanton number curve shows the

position that Rs(= USk/_s) becomes less than
2500.



S t

.004

.003

.002

.001

_o

0 ! ', --¢ : I : i

0 I0 20 30 40 50 60 70

x(in)

U(fps)

20O

I00

o

C
0 I0

,i°
oO°°°a°_oOO_oo

ooo °°°°°oo_oooooooO_oo
oooOO

t I I I I I

20 30 50 60 70x (in) 40

(te-t w)

oF

2O

I0

oOOOOOOOOc3aoooQooo°°°°°° °cb°d:_°
o o

o

_oo_oo_ooooo_oooooo0oo_oooooO°, , ,
0 I0 20 30 40 50 60 70

x (in)

FIGURE 36. Comparison between a Stanton number distribution

measured by Moretti and Kays [297 on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculations.

97



St

.004

.OO3

.002

.001

0
0

!

I0

o

o o
o

o °0

I I I I I I

20 30 40 50 60 70

x(in)

U(fps)

2O0

I00

0
0

o 'i°

I

IO

o

o

o o°

o o o o o

I I I I I I

20 30 40 50 60 70
x (in)

(te-t w)

oF

2O

I0

0
0

ooO%0 oaOO_o
ooOOOoo o o°°°°°°oea0o

o o

%° %o Oo_ o
o

0

°°ooo_oooooooooooOO

I I

I0 2O
I I I I I

30 40 50 60 70
x(in)

#.

F

98,

FTO_-RE37. Comparison between a Stanton number distribution

measured by Moretti and Kays [29q on a cooled flat

plate and the calculated Stanton number distribu-

tion shown with an unbroken line. Also shown are

the experimental velocity distribution and wall

temperature distribution which were used for the

calculat ions.



to match these values, preliminary calculations were made and the initial

conditions reset to match the experimental momentum thickness at the reported

point. Unfortunately the values of R s for all of these flows were rather

low. Although in many cases R s stayed above 2500, the strong mainstream

accelerations in other cases caused 8" to decrease and therefore R s to

drop below 2500. Because of this the hypothesis is in error at some of the

most interesting places. Those cases in which this happens are marked with

a vertical line on the Stanton number plot at the x position where it

Occurs •

The measured and calculated values of the Stanton number distribu-

tion are plotted together at the top of Figures 26 through 37 • The rapid

changes in Stanton number are predicted well in the decelerating case,

Figure 36_ and the cases with lower accelerating pressure gradients. Even

the last case, where the temperature distribution is a series of alternate

temperature steps is predicted well. The calculated Stanton numbers continue

to compare well in the flows with strong pressure gradients (Figures 30 to 33)

as long as _s is above 2500. Furthermore, when _s does go too low, the

calculations still have the correct tendency for a short distance. Therefore,

this is a favorable beginning for the effective diffusivity Still more

data are necessary in compressible flow at higher Reynolds numbers to test

fully the validity of the effective diffusivity.

V. CONCLUDINGREMARKS

The results cited demonstrate that the effects of compressibility

have been correctly incorporated into the effective viscosity hypothesis for

constant Mach number flows. The effect of Mach number on the skin friction

coefficient, on the profile shape, and on the growth of _* are predicted

quite well. It is unfortunate that more data in compressible flow with pres-

sure gradients are not available. The only flows for which calculations

were made were flows with positive pressure gradients. In these cases the

results were quite good, although to complete the verification of the hypoth-

esis data taken in flows with favorable pressure gradients and data in flows

with separation are required. In the positive pressure gradient data that

were examined, there were regions of almost constant pressure flow but with

strong longitudinal curvature which were not predicted well. This and other

circumstantial evidence seem to indicate that there is an effect of longi-

tudinal curvature on the turbulent structure Which has not as yet been in-

cluded in the hypothesis. (An experimental study of wall curvature effect

is in progress at Princeton University.)

Based on the limited amount of data, the results obtained using
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the effective diffusivity in incompressible flow with heat transfer are also

favorable. Again, it would be useful if more temperature profiles were avail-

able, especially from compressible flow, to establish further confidence in

the theoretical predictions.

Princeton University

Princeton, N.J., April ii, 1968
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APPENDIX A. ORDER OF MAGNITUDE ANALYSIS

FOR EQUATIONS OF MOTION

An order of ms gnit1_de analysis is most conveniently performed with

the equations in nDn-dimensional foznm. Accordingly, the dependent variables

will be referred to their values at some point, r, in the undisturbed stream,

and x and y will be referred to a representative dimension of the body,

, such that _u+_x + is of order unity. The new variables are

p - Per+ u + v + w + p +
u = -- v - , w - p _ , p =U ' U U ' - 2

r r r "e r De U r
r

+ ho
ho + h + x + Z (AI)- , h - x - , y = •

ho he ' _
e r
r

If these variables are introduced into equations (2a) through (2f), the re-

sults are

I I I I

p+ + p+ + p+ + p+ +u _ u _ v _ v
+ + + = 0 (A2a)

_x + _x + _y+ By+

-- +)
( i+_o+ ) gap _
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m

+ + _U +

p U --

_x +

I

m 12 -- -- ! l

_p+ + , , + +u + + bu + bu+p u
+ p u -- +

_x+ _x+ _x+

+ +

(s+s_p+) _p s_p

+

m

+ + _u +

p V --
_y+

l l I I

+ + _u+ _p+ + + + +
+ p v -- + +

_y+ + +_y _y

g _- gAP g g g

m

4-

bx +

(A2b)

I

-- -- -- t _ /

p++ + _u+ +'+ _u+ _p+ u+'v+ _v+ 'u+
p v -- + p v -- + +

_x+ _x+ _x+ _x+

+ + +

8 gap (gAp +g ) g SAp

-- 12

__ _ __ +"7T7-/ V+-7 + 3v+ +'+'_v + _v+ p v _p+ _p+
p v -- + p v + + -

+ + + + +

_Y _Y _Y _Y _Y (A2c)

-- gap__+ g+gA__+ g+SAp +
g -- SAp --

g g g 8 8
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p U

x+

m

Ah °+

+
_h °+

p u

8x +

_Ap + 2_b.°+

+

! •

_p--_u + h o+

_x +

(eah°++eah°_p +)

+
_U---,._/ p+ ,hO t+

_X +

+Z_ °+(e_ )

_h o+ t _ _hO+ _p+ + h °+ t P++ + + + v 8v + h °+
p v + p v + +

_y+ By+ ;_y+ _J
q _ N

Ah o+ AhO+ . .o+ o+ +. + hO+
8 gap+ (,gAn +gAh Ap ) Ap g 8

g g 8 8

I

=0

(._2d)

--h+ _ _ p/"_ 12 12 t2\(1+
= + +U + V +W j

i i i g g 8

(A2e)

2 + + + + _h+1 +ZM p = p h + p
e

+ +

i i gap Ah

(A2f)

Below each term is a notation of its magnitude in accordance with the dis-

cussion which follows.
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To begin with, the thickness of the boundary layer, _ , is as-

sumed to be considerably smaller than £ , so that 3( )/c_y+ is of order

1/8 , (g = i=_/_<< i) Then, on the basis of experimental evidence

(Laufer [7], Kistler [30]), some assuznptions are made about the turbulent

correlation terms

I !

+ + cf (A3a)u v =o( ) ,

+12 , I
u = o(u+ v+ ) , (A3b)

+t 2 +/+/

v = o(u v ) , (Asc)

I / / I
+ + + +

u :0(p v ) . (A?d)

+

Now, since the chaz!ge of y across the layer is of order 8 , it is clear

from (A2a) that v + must also be of order 8 Furthermore, if the equa-

tions are to describe a boundary layer flow_ the turbulent shear stress temf b

_(p. u+tv+ l)_y+ , must be of the same order as the inertia terms in the x

momentum equation. Therefore Cf must be of order 8__, which __isin agree-

ment with experimental results. Finally_ changes of p+ and h+ in the

x + direction are assumed to be of the same order as the changes across the

layer, Ap + and hh + respectively. This is in keeping with the method

used for u + where Au + in the x + direction is taken as order i.

I I ! I
+ + + +

To make statements about terms containing p u and p v it

Js necessary to put an upper bound on p+' For an order of magnitude anal-

ysis it is sufficient to say that p+ _ could result from several causes:

a) turbulent bulk transport of fluid from regions of different density_ ve-

zluuouabzons; c) molecular viscous_-- eizbh_±_y, b) _ ...... =-_ pressure _ -_- _±oc±oy and -_*_" .... uuzb_zulzb

dissipation caused by the fluctuating velocity; and d) molecular heat transfer

driven by the fluctuating enthalpy.

Except in the regions very near the wall_ molecular transport is

generally assumed to exert negligible effect on the mean equations of motion.

The role of viscosity_ or conductivity_ is to establish the smallest possi-

ble scale of turbulence. But for sufficiently large Reynolds nmnber this

smallest scale is far removed from the scales of turbulence that play a role

in the turbulent transport processes.
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The possible effect of pressure fluctuations is not as clear.

Kovasznay [31] has measured the pressure fluctuation (expressed as the mass

flow fluctuation) just outside the boundary layer, which he feels to be in-

dicative of the pressure fluctuation inside the boundary layer. He found

the mass flow fluctuation to be of the order of 0.i per cent at a Mach num-

ber of 1.75, whereas he found the velocity fluctuation in the boundary layer

to be 2 to 3 per cent. Therefore, until more data are available, the assump-

tion that the pressure fluctuations are negligible seems to be justified.

If the bulk transport is the major cause of density and enthalpy

fluctuations, then the fluctuations should be correlated with the velocity

fluctuations, since it is the latter which carry fluid with one density and

enthalpy into regions with other average values. Furthermore, density and

enthalpy should be correlated if pressure fluctuations are negligible. Both

Kovasznay [31] and Kistler [30] have found a strong negative correlation

between the temperature and the velocity. This should be expected since the

region near the wall has a relatively lower velocity and higher temperature

than the region far from the wall. Furthermore, studying a wide variety of

Mach numbers and, therefore, static temperature __=__........ across _ layer,

Kistler found that the distribution of static temperature fluctuations was

very nearly proportional to the static temperature difference across the lay-

er. This is also to be expected if the dominant effect is bulk transport,

since more extreme fluctuations can only occur if there are wider variations

of the transport property available within the layer. Although these obser-

vations are far from a proof that bulk transport is the dominant cause of

density and enthalpy fluctuations, they make an assumption to that effect

seem reasonable.

The conventional representation of this assumption is the Reynolds

analogy. The Reynolds analogy is that the fluctuation of the transported

property is proportional to the product of the gradient of the transported

property and the velocity fluctuation. In the case of p+_+_-, this is

+ + + + _ (A4)
v v •/ y

Of course equation (A4) is consistent with equations (7) and (13), which are

discussed in Section II. For an order of magnitude analysis it is adequate

to_ approximate _y + as the average density gradient across the layer,

AD+/_ , and _u+_y + as the average velQcity gradient, Au+/8 (_ 1/8) .

Therefore

105



,. , , _+ + _) + + +

UV _ _UV _p;'-' / _"
yl Y

or

p+'+' _)v = 0(8 (AS)

The remaining term in the x momentum equation is the pressure

gradient, bp+_x + , which must be of the same order as the inertia terms so

long as the velocity in the external flow does not approach zero. However,

the only term on the left hand side of the y momentum equation that is of

importance is b(p + v+ _)_y+ . If the magnitude of the pressure gradient

across the layer_ bp+_y + _ is represented by Zkp+/8 , it is clear that

ap+ -- o(_ + _a_) •

By following the same approach that yielded (A5), the following

relations may be shown:

t t t +t ,p__,_
+ + +

u _ , v _ =o( ) , (A6)

and

p+l + =h o(eAp+A_+) . (A7)

I

For correlations involving the total enthaipy fluctuation, h°+ , this

quantity can be obtained by subtracting equation (A2e) from the same equa-

tion before Reynolds averaging has been performed. The result is

+ - N_ o+' +l (7-1) N 2 i + U - U
=h + 2 e .

+'2 _ +'2 "-'_-
+ V - V +W -_ _,

(A8)

+

Then_ after multiplying (A8) by v

the result is

for example 3 and Reynolds averaging,
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!

+ hO+V

l
i

l+_H 2
e

h +(7-1 u u v I

+

BAh g

(A9)

Therefore

v+ h°+ = 0(_Ah+°) (Al0a)

Similiarly it can be shown that

u + t +th° = o(_Ah-s_) (Al0b)

and

I ] m

p+ hO+ : O(SAp + Ah 0+) (Al0c)

Having estimated the magnitudes of the terms as noted on equa-

tions (2), the significance of these terms may be assessed under various

conditions. Evidently the magnitude of f_p+

-- h° /h
+ e

ap :i- - 2 ' (All)
l+_M e

is of prime importance in the ordering of the terms. For very small Mach

number and heat transfer_ fhp+ is small. In this case equations (2) would

simply reduce to the familiar constant property equations of motion. How-

ever_ if the heat transfer is substantial or the Mach number is large,

AO T will be of order unity. Apparently several more terms in equations (2)

become important and the resulting equations can be written
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a (S U+) + a____(p V
bx + 32 +

I !
+ +

+p v ) =0 (Al2a)

+ +bu + _ + +'+' bu+
p u _-x +(p v +p v )--7

by

+ +t +t +
+--(_ u v ): _>
by+ dx

, (AX2b)

m

hO+ , , o++ ÷_ + + + + -_h
p u _+(p v + p v ) _

_x+ by+

m

b + + 'ho+'+_(_ v ) :0 (A12c)
bx+

_ 2

( r-1 M2_hO+ + 7-1 2 + (A12d)
i + _-- e] = h + _- M u ,e

2 + + +

i + 7Me p : p h . (Al2e)

The y momentum equation is not included since its only contribution is to

show that Ap--$ = 0(g + gAp -Z ) and therefore, the variation of b_x +

across the layer is negligible in the x momentum equation.

It is interesting to note that the size of Ah°+ does not serve

to distinguish between the relative importance of the terms in the energy

equatio% but simply whether or not the equation as a whole has significance

in a particular situation. In the e__nergyequation, as in the x momentum

equation_ it is the magnitude of Ap + which selects the meaningful te-_mls.

In equations (Al2b) and (AI2c) it is possible to rewrite the shear

stress and heat flux terms. The turbulent shear stress may be written as

+ + + +

Tt : - p u v (if3)

Then with the aid of e_[uation (AS) the third term in equation (Al2c) may be
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written

-- I I -- I

+ + hO+ + + +- p v : - p v h

I -- -- I I

tl + + + ++ (- p U V ) (A14)

If the turbulent heat flux is defined as

I
+ + + +

qt - p v h
^Im_
*__L] ]

equation (AI4) becomes

-- I I --

+ + hO+ + + +
p v = qt + u Tt (A16)

When written in terms of the original variables_ the boundary

layer equations (2) are

_-_ (p u) + $ (p v + ply') : 0 (iz7a)

- \
--_ -- ,,)_u _p (AI_)

_ _ _h ° - _ ,) _h °
pU_-x +(pv+ p& _y -by

( AI7c )

-2
h°=[+½u (Al7d)

p =--ph
e 7

(Al7e)
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where

.wm m
! l

=-puv
t

(Al7f)

and

w

c_ =- p vth '
(Al7g)
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APPENDIX B. COMPARISON OF EFFECTIVE VISCOSITY HYPOTHESIS

WITH ALTERNATE FORMS

It is interesting to compare the functional relationship for we

used in other hypotheses with (8) . This comparison is complicated by

the fact that apparently there are no effective viscosity hypotheses in the

literature (see Rotta [32], for instance) besides the present one (Mellor,

[ 5 ]) that have used two scales. Some simply restrict their range of appli-

c_b_4_ty......... to the wall layer or __ defect _la_re__. _an _Jothers, however, stip-

ulate a wall layer relation and then assume the validity of the scaleless

overlap layer formulation to the edge of the boundary layer. Since these

are all essentially single layer models they will be treated as such and a

comparison will be made on that basis. Furthermore most effective viscosity

hypotheses were originally intended for use in incompressible flow. Many of

them could be extended to include the effects of compressibility and a few

have (Lin and Chert [33]). However, if they are untenable, their weaknesses

are usually evident even in incompressible flow.

The first class of hypotheses in Table I is based on the assump-

tion (references 34 and 35)

m

V ----Ve(U Te ' Y' ' (m)

in the wall layer. Although for small pressure gradients the results of

these hypotheses may not differ greatly from the present hypothesis, they

will near separation. As u = _ 0 these hypotheses all yield v _ W-
T _e e

for the entire wall layer, which is clearly an unacceptable result. For the

same reason, Clauser's [ 2 U assumption for the defect layer,

9_

ve = Ve(U T , Y , 5kU) , (B2)

is also invalid, Besides these hypothesesein which ve is explicitly assumed

to be a function of uT , most of the other hypotheses in Table I use u T as

*References i0 and 36.
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a parameter in the condition for matching the viscous sublayer to the over-
lap layer. Again_ near separation these conditions would cease to be mean-
ingful. However_on the assumption that the matching conditions could be
redefined_ the effective viscosity functions themselves will be considered.

The next class of hypothesesare those which use a yon Karman[37]
similarity hypothe_s for the overlap layer and which supply someother
function for the viscous sublayer. Whenthe pressure gradient is zero, the
von Karmansimilarity h_othesis does give the correct logarithmic velocity

profile in the overlap region (where "_ = _w) __ also yields the correct

functional dependence_u _ _7 _ when _w = 0 at separation. However_if
the constant of proportionality is adjusted to fit the zero pressure gradient
case_ the result for the separating flow is a factor of two too high to agree
with Stratford's [ 38 ] data. Stratford's data appear to favor a variation
in the overlap layer which goes as

/Id_ y + constant. (B3)
i

This is the result predicted by the Prandtl mixing length for_ used in the

present hypothesis. Furthermore_ both of the examples of this type of hy-

pothesis might more legitimately be called three layer models since the forms

of the effective viscosity in tLe laminar sublayer are not the same as they

are in the overlap layer. In the laminar sublayer, Bjorgum [ 39 ] assumes

e e oy

and Deissier [ 40 ] assumes

w = We(y , u , , (B4b)
e

whereas they both use
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e e _y ' _y2 3

in the overlap layer. It would seemthat, until the need for a three layer
model is evident 3 a two layer model represents a more concise and simple
description of the data.

Table I gives two morehypotheseswhich do not differ greatly from
the present one. The first one (Loitsianskii [41]) applies to the wall layer.
Until more data are available in the laminar sublayer, a meaningful comparison
with this essentially similar empirical function is not possible. The only
reservation about this hypothesis is that the parameter which defines the
range of the functions dependson u , as discussed above.

The last hypothesis in the table (Maise and McDonald [42]) per-
tains only to the defect layer. It also appears to be the only one orig-
inally proposed for compressible flow. It waspresented not as an equation
but in the form of a plot demonstrating the near Machnumberindependence
of the mixing length function for constant pressure boundary layers. For
this reason the equation given in the table is only an approximation. The
functional relationship for v is

e

V = V 3 Y I 3
e e

or

m

e + __2 8_'- ¢' (2 8u 8uBy 3 Y ,
(B7)

when written in the form of an effective viscosity rather than a mixing length.

The strong similarity between these apparently dissimilar hypotheses, (8a)

and (B7) 3 can be established by considering an approximate relation between

* 2 _

U5 k and 5 _y with the aid of Figure 38 which shows that
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FIGURE 38. Illustration of the relationship between the effec-

tive viscosity scales 5kU and 52(3_y) for the

defect layer 3

O0

*: _u
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Jo< (B8)

In light of equation (B8) there is probably little basis for making a

* is perhaps achoice between the two. A well defined scale such as 8k

slight advantage over the use of the less well defined 5 • This is why

(Sa) was used in the present calculations.

The relationship shown in (B8) brings out the important point

that U5 k is a measure of the average velocity gradient in the boundary

layer. A self-consistent effective viscosity hypothesis for compressible

flow could also be formulated using the average mass flow gradient,

U5 = _o (pe U - p u)dy . Several hypotheses of thisPe type actually

have been proposed for compressible turbulent wakes (Zakkay and Fox, [43]).

By analogy with the argument preceeding (8) , such an hypothesis might

be written

- 8u (B9)
T = _e_y

with

e = _e , y , _y ] forthewalllayer, (BlOa)

and

_e = _e(Pe US* ' y , 8 Y } for the defect layer, (BlOb)

so that

.. By ]
( BIIa )

22
_'e '*/ /<' y

-----_ = ¢ _ *

Pe U5 Pe U5

_p U \,,

_ by J
, (Bllb)
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and in the overlap region

m

2 2 u (BI2)
be = g Y By "

The correlation u v I = _/; must be very nearly invariant under a stream-

wise Galilean transformation as is the hypothesis of equation (8) How-

ever_ that is not the case for the example above or for that matter any

hypothesis which uses a function of (pe U -_) in the defect layer or

_ in the wall layer_ since both the differential and the integral of these

quantities would then depend on the magnitude of the velocity. On the other

hand, the differential and integral of (U -_) and _ are independent of
i !

reference frame as is u v .
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APPENDIX C. EQUATIONS FOR THE

RUNGE-KUTTA METHOD

The Runge-Kutta method is a procedure for solving first order

differential equations. In order to apply this method to a linear equa-

tion of the form

(cl)

the equation must be rewritten as a set of first order equations as follows.

Let

f(l) :f , f(2) :f' , f(3):c6(f.+c5 ) . (c2)

Then

8f (l) f(2) 8f(2)_ = f(3)
8_ - ' 8_ C6 C5

8f( 3) f( .z)
8_ - c3( T - c_") + clf(2) +czf(1) +c4 (c3)

From Hildebrand [ 44 q, if the values of f(i)
n at _n are known, the

values at _n+l (= qn + An) are given to fourth order accuracy by the re-

lat ion

f(i) : f(i) + 1 (a + 2a + 2a + a
n+l n _ / (c4)
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where

1 = ATI

2 = AU

3 = aq + ½ _2) ]

3

/_(3)+ : (3)

C6

//2(3) + : (a)

I c__._..___._(3) + _(3) +)
-%

n+l a .

+ ce _(2) + c: J:)n n + C4

_ /e (3) + ½_(3)O6 (e(2)

120
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Ic3C6-C+c2 (#2)+_a_2)_
n+½ J

(_(i)
+ Cln+i

+ l a_l)_+ C4n+i 1

(3)+ _(3)a 3) = An C 3 C6

n+l n+l
- C5 I1 + C2n+ n+l

+ CI
n+l

(f(i)
+ a_l)] + °4n+j

c _ _( +c+i)n+-_ = _ Cn (C5)
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APPENDIX D. ASYMPTOTIC SOLUTION FOR LARGE q

The turbulent Prandtl number has been assumed to be equal to i

in the analysis which follows.

H

g _0

For large _ , f _ i ,

5k 6k

T _K m _ Th _K

!

fl _0 , f" -'0 , g "-'0

and from equation (25),

8-_i+
e 2

2
i + (Y " i) M

e

(Di)

e'- e
2

i + (Y - i) M
e

(D2)

_e
X

(Y- i) M25@fxe - (1 + _ M_]5 @ Hg x'

2
i + (y - i) M

e

+V +_g
[i+(7-i) M2]2

e

(D3)

Then the asymptotic forms of equations (24a) and (24b) are

* 1 +_M 2
5k f,,, - f,, e t * l-- K + Q(_ i) - 2V f - _ f

2 x
8 i + (7-i)
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and

k g Hi /l * ,
-TK + Q(q - z) g - 5 gx = 0
8

(n4b)

In order to insure the satisfaction of the fourth and seventh boundary con-
I

ditions (28) _ the asymptotic solutions of f, and g were assumed in

exponential form_

f t(_,x) = R(x) exp

gt(_x) = S(x) exp

}
- t_c? (jl

, (D5a)

(D5b)

Although strictly speaking R and S are functions of _ as well as x

the _ dependence is small. Furthemore the outer boundary conditions

on f t and g t can be satisfied with knowledge of only r(x) and s(x)

R(x) and S(x) can then be eliminated using f 1(_l,X ) and

g l(_l;X ) , where HI is a point far from the wall. Then

(_l - I)2 - (_ - I)2 |f1(_,x) = f'(_x) exp _rCx-)

_ i)2_(_ -1) 2 ]
g'(TL,x),= g"(_,x)exp (_l _s_F)

Then r(x) and s(x)

(D6a)

• (n6b)

may be found by inserting (D5a) and (D5b) into (D4a)
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and (O4b) . The coefficients of (B - l) 2 are

5* 5k
2 rx +Qr=K .

5
( D7a )

and

5" 5k

2 Sx +Qs =K .
5

(DTb)

The solution of these equations can easily be shown to be

er(x ) °U°5°.... r(Xo)+
kPe U5

2K _x 5 k (PEN) 25.

(PeUS*) 2 Xo 5

dx (D8a)

and

s(x) = 2K _x 5k+ _ (pe U)25. dx

(PeUS*) 2 Xo 5

(DSb)
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APPENDIX E. BOUNDARY IAYER EQUATIONS OF MOTION

IN AXISYMMETRIC FlOW

Following an argument similar to that in Section II _ the bound-

ary layer equations for a steady flow at moderate Mach number and heat

transfer for which 5/RLA T : O(1) , are

br P u b '---- (Ela)--+ r v+ : 0

b7 ( --) dpr P U_x + r pV+ psv t b7 br_____ (Elb): _ _._+ _y

The definitions of T and q and the effective viscosity hypothesis are

unchanged. The sole difference in the effective viscosity is that in flow

with lateral curvature the defect scale becomes

* $ (E2)m k = (u -7) --_-rdy •
o RLA T

As for the two dimensional equations, new variables are introduced,

m w

f t(R,X) A< peU - p U\

pe U ,/

(E3a)
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when rewritten in terms of these variables, the equations of motion be-

come

I . .le 2 *\ f n
@e

5

+ - ^j X(n - + 2A
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X

/

\
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where primes indicate differentiation with respect to
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ANALYSIS OF SOME SIMPLIFIED MODELS OF TURBULENCE

By Robert G. Deissler

NASA Lewis Research Center

Cleveland, Ohio

SUMMARY

The derivation of _altipoint correlation and spectral equations for turbu-

lent flow is reviewed, and the physical significance of the various terms in •the

equations is discussed. Because of the nonlinearity of the Navier-Stokes equa-

tions the system of correlation or spectral equations is indeterminate. In ordel

to obtain a solution which illustrates some of the turbulent processes, the sys-

tem of equations is closed by assuming that the turbulence is moderately weak.

The solution assumes homogeneous turbulence with no mean velocity gradients and

includes the transfer of turbulent energy between eddy sizes and the dissipation

of energy. To illustrate the production of turbulent energy from a mean flow

field, the analysis is extended to include a uniform mean velocity gradient.

Although the energy transfer between wave numbers due to triple correlations is

neglected in this case, an energy transfer associated with the mean velocity

gradient occurs. The analysis is carried out for an incompressible fluid, but

it can be shown that the same equations apply when mean property gradients are

present, provided the gradients are not too large.

DI SCUSSION

In this paper we will be concerned with the analysis of turbulence itself,

rather than with compressible or incompressible turbulent boundary layers. A

turbulent boundary layer, even when it is of the simplest type, is already

exceedingly complicated when we try to analyze it from a fundamental standpoint,

that is, by starting with the Navier-Stokes equations. Such an analysis appears

to be impracticable to carry out by the analytical and computational tools pres-

ently available.

In an attempt to gain some insight into the processes occurring in turbu-

lence and in turbulent boundary layers, we therefore consider some simplified

models for which solutions can be obtained. For convenience, the fluidwill be

considered as incompressible; later we will indicate conditions under which the

results are applicable to compressible flows. Some of the processes to be con-

sidered are the transfer of energy between eddies of various sizes, dissipation,

and production of turbulent energy by mean velocity gradients.

In order to consider the important processes of transfer of turbulent energy

between wave numbers or eddy sizes, and turbulent dissipation, we first consider

homogeneous turbulence without mean velocity gradients. Such a turbulence will

decay with time since no energy is added to the system, and so we must consider
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an initial value problem. The turbulence must be generated initially by some

means, as by flow through a grid.

We start the analysis by writing the Navier-Stokes equations at two arbi-

trary points P and P' in the turbulent fluid. (See fig. 1. Symbols are

defined in the Appendix. A repeated subscript in a term indicates a summation.)

Then we multiply the equation at point P through by a velocity component P',

and that at P' by a velocity component at P, add the equations, take average

values, and finally arrive at the equation involving correlations between quan-

tities at the points P and P' shown at the bottom of figure 1 (ref. 1).

Besides velocity-velocity correlations, the equation contains pressure-velocity

correlations and triple-velocity correlations. The equation can be converted to

spectral form by taking its Fourier transform, as shown at the top of figure 2.

Note that this operation also converts the partial differential equation to an

ordinary one. The various terms in the equation can be interpreted by multi-

plying the equation through by a wave number band of width d_ and referring

to the sketch in figure 2. E is the energy spectrum function and gives contri-

butions from various eddy sizes to the total turbulent energy. The area under

the spectrum curve is thus equal to the total turbulent energy uiui/2. The

first term in the spectral equation represents the rate of change of turbulent

energy in the cross-hatched wave number band. The next term W d_ represents

the net rate of transfer of energy into the wave number band by nonlinear

effects; that is, by the triple correlation terms in figure 1. Finally, the last

term 2v_2E d_ represents the rate at which turbulent energy is dissipated with-

in the wave number band by viscous action.

Unfortunately the spectral equation contains two tuLknowns, E and W, so

that we cannot in general obtain a solution without more information. That is

a consequence of the nonlinearity of the original Navier-Stokes equations. How-

ever, if the turbulence is sufficiently weak, the inertia or transfer term W

will be negligible, and we can obtain, subject to particular initial conditions_

the simple exponential solution for the energy spectrum shown at the bottom of

figure 2 (ref. 1). J0 and tO are constants that depend on initial conditions.

In this case the only turbulence process present is viscous dissipation.

Unless the turbulence level is very low, as in the final period of decay,

the inertia or transfer effects will not be negligible (W _ 0); thus, we would

like to be able to take them into account in some way. A large number of pro-

posals for calculating the transfer function W have been given, including

those of Heisenberg (ref. 2), Kovasznay (ref. 3)_ and Kraichnan (ref. 4). There

are, in fact, almost as many proposals for the transfer function as there have

been workers in turbulence. For our purposes it will be sufficient to consider

a simple deductive approach which is essentially a perturbation on the solution

for the final period of decay (refs. 5 and 6).

In carrying out the analysis we now consider, in addition to the two-point

correlations of figure l, three and four-point correlations. Thus_ we write the

Navier-Stokes equations at three and four arbitrary points in the turbulent

fluid, as in figure 3. We can then construct three-point correlation equations

involving triple and quadruple correlations, and four-point equations involving

quadruple and quintuple correlations, as shown in the figure (refs. 5 and 6).
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However, there are still more unknowns than there are equations, again as a

result of the nonlinearity of the Navier-Stokes equations. To make the system

of equations determinate, we use an operation similar to that used for the final

period, but instead of assuming that the turbulence is weak enough to neglect

the inertia term in the two-point equation, we assume only that it is weak

enough to neglect the inertia term in the highest order equation considered; in

this case the four-point equation (refs. 5 and 6). Thus, neglecting the quin-

tuple correlations in the four-point equation gives a determinate set of equa-

tions that should be applicable at times somewhat before the final period.

The resulting dimensionless energy spectra are plotted for various dimen-

sionless times in figure 4. Plotted by using the dimensionless or similarity

variables shown (with time included in those variables), the curve for the final

period, shown dot dashed, does not change with time. Thus, the curves show how

the spectrum changes shape with time and approaches that for the final period.

For small time the inertia or transfer terms transfer energy into the high wave

number or small eddy region and cause the slopes on the high wave number sides

of the spectra to be less steep than they are at larger time, when the spectrum

assumes a more or less symmetrical shape. Thus, the function of the inertia

terms in the equations is to excite the higher wave number or small eddy regions

of the spectrum by transferringenergy into those regions. If it were not for

inertia effects, those regions of the spectra would be _s_n_ ÷_, as tb_y are in

the final period of decay.

Although the energy transfer by triple correlations, has, of necessity,

been discussed for a simplified case of homogeneous turbulence without mean

gradients, the same process will occur in turbulent boundary layers, including

compressible turbulent boundary layers.

Turning now to a process which is more commonly associated with turbulent

boundary layers than is energy transfer between wave numbers, we consider the

important process of the production of turbulence by mean velocity gradients.

In this case, in order to consider a solvable problem, we use for our model a

homogeneous turbulent field with a uniform mean shearing velocity gradient.

Since we have already considered the energy transfer process, the turbulence is,

in this case, considered weak enough to neglect triple correlation terms. Thus,

we need only consider a two-point correlation equation. The analysis is similar

to that just described, except that we break the velocity up into mean and

fluctuating components (ref. 7).

The resulting equation for the energy spectrum is shown in figure 5. As in

the equation at the top of figure 2, the first term gives the rate of change of

the energy spectrum function E at wave number a. The next term is propor-

tional to the mean shearing velocity gradient, and P in that term is propor-

tional to a spectral component of the turbulent shear stress. That term is thus

interpreted as a production term by which energy is produced at wave number

by work done by the velocity gradient on a spectral component of the turbulent
shear stress.

The third term is also proportional to the mean velocity gradient, but we

interpret it as a transfer term rather than as a production term. That is
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because if we integrate the term over K from 0 to _, we get zero as a

result (ref. 7). Thus, the term gives zero contribution to the rate of change

of the total turbulent energy, but it can transfer energy between wave numbers.

Thus, although we neglected triple correlations, we still get an energy transfer

which appears to be similar to that produced by triple correlations. The dif-

ference between the two cases is that, whereas in the case of triple correla-

tions, the transfer is produced by the nonlinear action of the turbulence on

itself, in the present case it is due to the external action of the mean veloc-

ity gradient on the turbulence. However, the results in both cases are similar,

as shown in figure 6. Since the dimensionless transfer term is primarily nega-

tive at low wave numbers and positive at higher ones (net area = O), the energy

transfer is mostly from small to large wave numbers, as is the case for energy

transfer by triple correlations. Finally_ the last term in the spectral equa-

tion in figure 5 is again the dissipation term.

Plots of the energy spectrum, production term, and dissipation term are

shown (normalized to the same height) in figure 7. From these we can summarize

the history of the turbulent energy as follows: The energy comes into the tur-

bulent field from the mean velocity field mainly through the large eddies. This

energy is then transferred from the big eddy region to the small eddy region by

the transfer term just discussed. Physically, this transfer might be thought of

as being produced by the stretching of turbulent vortex filaments by the mean

velocity gradient. Finally, the energy is dissipated in the small eddy region

by viscous action. It is physically reasonable that the dissipation should

occur mainly in the small eddy region since the shear stress should be greater

between the small eddies than between the larger ones. The energy resides in

a region between the production and dissipation regions, as shown by the plot

of the energy spectrum.

By integrating under the calculated energy spectrum curves we can obtain

a plot of the total turbulent energy as a function of time and velocity gradient.

Such a plot is shown in dimensionless form in figure 8. Dimensionless turbulent

energy is plotted against dimensionless time for various values of dimensionless

velocity gradient. As velocity gradient increases, the rate of decrease of the

turbulent energy with time decreases because of energy fed into the turbulent

field by the mean velocity gradient. Although the changes produced by the veloc-

ity gradient are considerable (note that the vertical scale is logarithmic), the

turbulence at all times decays. For these curves the initial energy spectrum
function E is assumed to be isotropic and proportional to _4 so that the

total initial energy is infinite. In some recent calculations, we used that

initial condition for E multiplied by a negative exponential in _2 so that

the total initial turbulent energy is finite. In that case the energy increased

in some time intervals; thus, more energy was fed into the turbulent field than

was dissipated. Still no steady-state solution was obtained for large times.

It may be that in order to obtain a steady-state solution, triple correlations

or inhomogeneities in the turbulent field will have to be considered.

The curves in figure 8 are plotted with three dimensionless groups in order

to show the effects of time and mean velocity gradient separately. The curves
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are, however, similar and can be compressed into one by using _he proper simi-

larity parameters. The result is shown in figure 9, where vS/2(t" to)51_,Io

2J 0dU

is plotted against (t - to) _.

These results have been obtained by using the incompressible, constant

property Navier-Stokes equations. However, if the variation of properties over

a correlation or mixing length is small, and if the density fluctuations are

small (small Mach number of the eddies), then the same correlation equations

will apply to a compressible, variable property flow (ref. 8). That will be

the case, of course, if the property gradients are not too large. Thus, to a

first approximation, figure 9 will apply to a compressible, vari_ole property

flow. It is known experimentally and analytically that for a compressible

turbulent boundary layer with frictional heating and a given free-stream tem-

perature, the shear stress decreases as the Mach number, or the frictional

heating in the boundary layer, increases (ref. 9). It is of interest that the

same trend occurs according to figure 9. For frictional heating, as opposed to

no frictional heating, the temperature, and thus the kinematic viscosity, will

increase. For a given time and velocity gradient, the turbulent energy, and

thus the turbulent shear stress, will be decreased by frictional heating so that

the parameter in the ordinate remains constant.

CLOSING REMARKS

We have considered a number of turbulent processes, including turbulent

dissipation, transfer of energy between wave numbers by triple correlations,

production of turbulent energy by mean shear, and transfer of energy between

wave numbers by mean shear. Although these processes were investigated for

simplified models for which solutions could be obtained, the same processes will

occur in turbulent boundary layers, including compressible turbulent boundary

layers.

In addition to the processes considered here, several others should be

mentioned. They are the transfer of energy between directional components by

pressure fluctuations, and the spatial diffusion of turbulence by inhomogeneities
in the turbulent field. These have been considered for weak turbulence in ref-

erence 7. However, for stronger turbulence there can be directional transfer of

turbulence due to the simultaneous presence of pressure fluctuations and triple

correlations, and spatial diffusion due to the simultaneous presence oftrlple

correlations and inhomogeneities in the turbulent field. These conditions may

be important, although at least in the case of spacial diffusion, experiments

such as those by Laufer (ref. 10) indicate that diffusion is important only in

the region at a distance from the wall, where the velocity gradients are small,

and is much smaller in the possibly more important region closer to the wall

where the velocity gradients are large.

It is hoped that this discussion will give some insight into the processes

occurring in turbulence and in turbulent boundary layers.
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APPENDIX

SYMBOLS

E

Jo

P

P

ri,r_,r m components of vector separating points P

t

to

t*

T

ui,uj,uk

W

x_

8o

P

!

energy spectrum function

dimensionless energy spectrum function_

constant depending on initial conditions

pre ssure

function in production term_ also a point P

and P'

time

initial time

dimensionless time_ vll/gJJ/9(t - t0)/_0 2/9

function in velocity-gradient transfer term

dimensionless velocity-gradient transfer term_

components of fluctuating velocity

mean velocity

transfer term due to triple correlations

position coordinate

constant depending on initial conditions

wave number

dimensionless wave number

kinematic viscosity

density

at point P'

overbar on averaged quantities

 2(t_ to)2E/Jo

vS(t - to)3T/J 0
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ON THE APPLICABILITY OF TRANSFORMATION THEORY TO VARIABLE

PROPERTY TURBULENT BOUNDARY LAYERS WITH PRESSURE

GRADIENT AND HEAT AND MASS TRANSFER*

By Constantino Economos**

General Applied Science Laboratories, Inc.

SUMMARY

Various properties of the Coles' compressibility transforma-

tion when modified and extended to include turbulent boundary

layer flows with mass transfer and pressure gradient are examined.

First the formulation for the mass transfer case in the absence

of pressure gradient is developed and its applicability demon-

strated by comparison with experimental data involving both

homogeneous and heterogeneous injection as well as chemical

reaction. This modified form of the transformation is then

applied to the impermeable case and is shown to differ signifi-

cantly from the earlier Baronti-Libby formulation. In particular,

improved agreement with experimental skin friction data obtained

under cold wall conditions is demonstrated. The implications of

this result with regard to the more general case involving

simultaneous mass transfer and pressure gradient are then discussed.

In addition to these considerations the inability of the trans-

formation to preserve the "wake component" of the velocity distri-

bution is examined. An empirical method is proposed which pro-

vides good correlation of the transformed velocity profiles

throughout the viscous layer and more realistic prediction for

the streamwise variation of skin friction. Finally, the appli-

cability of this technique to three-dimensional boundary layers

is examined. In particular, the appropriate form of the trans-

formation for flow over a swept cylinder is developed.

This work was partially supported by NASA-Langley Research

Center under Contract No. NASI-8424.

** Supervisor, Thermochemistry and Viscous Flow Section
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INTRODUC T I ON

For a number of years the Coles compressibility trans-

formation (Ref. i) has been utilized by many investigators (Refs.

2,3,4,5) in studies related to variable property (VP) turbulent

boundary layer flows on impermeable surfaces and at constant

pressure. Exploitation of this technique for more complex flow

configurations involving pressure gradient and/or mass transfer,

on the other hand, has been quite limited. Furthermore, as will

be indicated in the subsequent discussion, among those studies

which have treated this more general problem (Refs. 6,7,8,9)

fundamental differences regarding the properties of the trans-

formation arise.

In the present paper a unified description is formulated

by considering, at the outset, the most general problem, i.e.,

one in which mass transfer and pressure gradient occur simultan-

eously. The special cases wherein one or both of these disturb-

ing influences vanish are then derived. The properties of the

resulting formulations are compared with those derived by a less

general approach, and the significant differences which arise are

delineated and discussed qualitatively.

In order to provide a more quantitative indication of these

effects, various forms of the transformation are applied to a

series of zero pressure gradient flow configurations. These

include:

(a) zero heat transfer with homogeneous and heterogeneous

mass transfer,

(b) mass transfer with heat transfer and combustion,

(c) zero mass transfer with and without heat transfer.

In each case a comparison of the various predictions with experi-

mental results is presented. It is found that one form of the

transformation is clearly superior to the others. In particular,

improved agreement with skin friction data under cold wall con-

ditions is obtained.

Despite this result, detailed analysis of velocity profiles

with this modified approach shows no corresponding improvement

regarding the distortion of the "wake component" of the trans-

formed velocity distribution. Accordingly, an empirical method

is developed which serves to improve correlation of the transformed
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velocity profiles in the outer region. It should be emphasized

here however, that this procedure does not represent a fundamental

change in the transformation but is simply a "curve fit" of the

available data. Accordingly, its applicability to flows involving

pressure gradient is questionable at the present time.

Insofar as the gradient case is concerned, results of the

type described above are not currently available. However,

several velocity profiles obtained on curved ramps are analyzed

utilizing the earlier formulation of Baronti-Libby (Ref. 2).

The results which are obtained, although of a preliminary nature,

are encouraging in that good correlation of profiles in the

inner region in terms of the law of the wall is obtained. Further

work in this area is continuing under the support of NASA

Langley Research Center, Contract No. NASI-8424.

Finally, the applicability of the transformation technique

to three-dimensional boundary layer flows is examined. In

particular, the appropriate form of the transformation for flow

over a swept infinite cylinder is developed and presented.

SYMBOLS

cf, cf local skin friction coefficients (pv)
F,F non-dimensionalized transpiration rate - w

(PeUe)o

gl' g2 '

! i

gl ' g2

M

P, P

4w

Ry _Ry

R6'R _

Ro,Rg

T

T t

u,u

H+

thermodynamic functions - see Appendix B

Mach number

pressure

heat-transfer rate at wall

Reynolds numbers based on normal coordinate

Reynolds number based on boundary layer thickness

Reynolds number based on displacement thickness

Reynolds number based on momentum thickness

temperature

total temperature

streamwise (or chordwise) velocity component

non dimensional velocity - u/u
T
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m

u
T

U ,U
e e

V, V

W,W

X,X

_+
Y

_, _,0"

0,0

½
shearing velocity (L/P)

external velocity ratio - u /u , _ /_
e e e e

o o
normal velocity component

spanwise velocity component

streamwise (or chordwise) coordinates

normal coordinates

transformed normal coordinate_y/_

scaling parameters of the transformation

coefficients of viscosity

Coles wake parameter

densities

_e,/_

shear stresses (including Reynolds stresses)

Reynolds number based on distance from arbitrary

initial station

stream function

kinematic viscosity

Subscripts :

BL

e

M

o

R

s

w

If
(~)

()

value inferred using form II-B

local condition external to boundary layer

value inferred using form II-D

initial value

Reference value (direct measurement or Spalding-Chi)

conditions at edge of laminar sub-layer

conditions at wall

variables in the variable property flow

variables in the constant property flow
normalization with respect to corresponding external

value; e.g., H=u/u
e

differentiation with respect to

152



THEORETICAL CONSIDERATIONS*

Fundamental Transformation Relations and Correspondence

of Boundary Layer Parameters

The describing differential equations for the velocity

field of interest here are assumed to be of the form

_pu + __AZ = 0 (I)
Bx By

au au aT dp
PU_x + pv - - (2)By By dx

It can be shown that this system of equations can be

transformed identically to the constant property (CP) form:

a_ _ a_ BY _ (4)
pu -_x + pv By - By dx

by introduction of the following transformation relations**

dx

dx - _ (x) (5)

_dy m

pdy - _ (x) (6)

- a(x) .(7)

providing that the following correspondences between gross

boundary layer parameters are imposed

* Only a brief outline of the formal development is presented

here. For more detailed derivations see Refs. 6 and 8.

**It is noted here that relation (7) represents a modification

from the original Coles' stretching. The significance and

motivation for this modification is discussed in Appendix A.
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(_,nD) '- (_n_) ' - (6nUe) '+

d%nU
e

(--

d_

d%nve/_e O
m

dx
)_' = 0

dR 8 R6* d%n_ e

dM + R 8 (R 8 + 2) d_

U U

U U
e e

d%nPe/Peo cf F Peo

+ R 0 d X - 2 + U Pee

+2) (%hUe) ' -

m

cf F
+ _--

2 U
e

(8)

(9)

(i0)

(ii)

- (12)

R8 I _L

R-_ _7 0"o

(13)

RS*- R6 1 _0

1 9o I%-_ dR__
_ ] __z

R6 _ _O O

(14)

(15)

Here the existence of mass transfer in both flow regimes is

manifested by the presence of the terms F - PwVw/PeoUeo and

T = _-_w p,/_eo .

The CP Solutions

It is obvious that successful exploitation of this transforma-

tion approach depends upon the availability of appropriate CP solu-

tions. For purposes of the discussion in this section it is
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assumed that such a formulation exists and is of the form*

= d(R_; R_, _f, F, _)

"Cf = cf (R_, F, _)

(16)

(17)

F

Ys Ys

d_ dUe

d-_- f (_' R-6' _f' Ue' d_

(18)

(19)

(20)

) (21)

Note that an additional parameter _ has been introduced in

the velocity representation (16) to reflect the dependence of the

profiles on the varying external pressure distribution given

by U =U (X)- Note also that Equation (21) anticipates the

posslebl_ extension of the arbitrary pressure gradient formulation

such as that developed in Refs. i0 or ii, to include the effect

of mass transfer.

Completion of the System of Working Equations - The Sublayer

Hypothesis and the Compatibility Conditions

With regard to the system of Equation (8)-(21) we consider

that:

i) Ue,F,Pe/Pe , ye/U e are prescribed functions of the
o o

VP Reynolds number M.

2) the initial values of the stretching parameters _ '_o
can be specified, o

3) the density(andviscosity) distribution can be pre-

scribed as a function of the local velocity ratio _;

i.e., _=_(_) _=5(u_

* Actually very little has been accomplished in the way of dev-

eloping such a general formulation for the CP case. This situation

is compounded by the absence of reliable experimental data at

low speeds. It is interesting to note that if the general vali-

dity of the transformation technique is ultimately demonstrated,

the desire to develop analytical tools which describe the VP be-
havior may give impetus to extensive work in the low speed area.
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Then, examination of this system reveals that a total of ii

equations* are available for the determination of 14 dependent

variables with the CP Reynolds number _ considered to be the

sole independent variable. Accordingly, three additional equa-

tions are required. One is obtained by invoking the sublayer

hypothesis which can be written (c.f., Ref. 2 or 6).

Ps 1 Ry s dR_

R_ __z
Ys

In view of the assumptions made above this is an implicit rela-

tion of the form

= _ (R_ , R_, -cf, F, 11')
Ys

or in view of Equation (20)

=

The final two equations are obtained by satisfying the

wall compatibility conditions in both flow regimes, i.e., we

satisfy the momentum Equations (2) and (4) and their respective

y derivatives at y, y - 0 taking into account the 5udifferentiati°n--_u

at y,_ _ 0. As a result of this procedure**there ar_
rules implied by the transformation and that _ _ _ , T _ _ _y o

obtained two relations of the form***

* Here we have not included Equation (20) nor R_s as a dependent

variable since the latter does not appear within the system at

this point.

** This procedure is equivalent to the expansion method utilized

by Lewis (Ref. 9) and the relations which are obtained here corres-

pond to the second and third terms of that expansion. The rela-

tions which are obtained are not identical however, since in

Ref. 9 the expansion is carried out with F=-F=O. As a result

the final form of the transformation derived therein differs

substantially from the one developed here.

*** See Appendix B for the explicit form of these relations.
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2 d_
-- e _-_ )w' (._2__) , ( ___ • ] (22)F'_(_nUe) '= fl IF' d_ ; Pw" ( 5_ 5u2 w _2'w ""

cf

dU
-- 2 -- e 5_

F[F'_--(_nUe)']=f2[F'uf d_ ; _w' ( _u )w' ( 5__ ] (23)_2 )w''"

where the dependence of the right hand side of these relations

on the thermodynamic behavior of the VP gas in the vicinity of

the wall has been indicated. The properties of this general

transformation and in particular, of Equations (22) and (23)

are discussed in the next section.

COMPARISON OF VARIOUS FORMS OF THE COMPRESSIBILITY

TRANSFORMATION

We consider now the possibility of treating the VP case

corresponding to an impermeable flat plate with a uniform ex-

ternal pressure field by use of the unified transformation de-

veloped in the previous section. We find in this case that

Equations (22) and (23) reduce to

2 _f

- _ff(_'nUe) ' - 2 gl (24)

_f 2

[_ - __f(%n_e),] = ( _-- ) g_ (25)

where g" and g', which depend only on the thermodynamic behavior
l

of the gas in _he vicinity of the wall, do not vanish identically.

It is easy to show that* for the adiabatic wall case Equations

(24) and (25) are singular. On the other hand, for a viscosity

temperature dependence of the form _ N T we find g_=g_ = 0
which implies that Y = dp/dx=0.

It would appear that the special case corresponding to

_=F=dp/dx=0 should be treated with F=dp/dx=0 together with the

assumption that _ which is not an unreasonable model. On the

other hand, for the heat transfer case a more general formula-

tion is possible and would be of interest in view of some of the

* See Appendix B for explicit expressions for g{ and g_.
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quantitative results which will be presented in the next section.

However, we will first review briefly a few of the more specialized

forms of the transformation which have previously been utilized

and indicate how they differ from the present model.

In Reference 2 the case of F=dp/dx=0 was considered and it

was tacitly assumed that F=dp/d-x=O. This form has been applied

extensively to many cases involving heat transfer (cf., Refs. 2,

3,4). Accordingly, neither compatibility condition is explicitly

satisfied by this formulation.

In Reference 8 the problem corresponding to dp/dx _ 0 has

been formulated. In this case it again is assumed that F = 0

and the first compatibility condition (i.e., Eq. (22) ) is

satisfied to complete the system of describing equations. Thus

the second compatibility condition is not satisfied here.

In Reference 6 the problem corresponding to F _ 0, dp/dx=0

is formulated in an analogous way by assuming d_/d_ = 0 and

satisfying Equation (22) to complete the system. Again the

second compatibility condition is not explicitly satisfied.

The matters discussed in this section have been summarized

in Table I.

COMPARISON OF THEORY WITH EXPERIMENT

Mass Transfer at Constant Pressure

In Reference 6 the mass transfer case at constant pressure

was treated using the form of the transformation listed as IV-D

in Table I. The CP solutions utilized were essentially those due

to Stevenson (Ref. 12,13) and Crocco Integrals were used to

determine energy and or species distributions. This method was

extended to a case involving chemical reactions in Reference 14,

by utilizing a flame sheet model to describe the chemistry

(Ref. 15). Some comparisons of the theoretical predictions with

experiment and with earlier prediction techniques are shown in

Figure i. In all cases improved agreement with the data is

evident.
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Impermeable Flow at Constant Pressure With and Without

Heat Transfer

As indicated in the previous discussion and in Table I, this

has been treated extensively utilizing form II-B of the trans-

formation. Here we will compare these results with those obtained

utilizing form II-D which follows from IV-D when F = 0.

To effect this comparison a total of 48 velocity profiles

have been analyzed by both methods from the point of view

of establishing whether correlation of the inner region by the

law of the wall is obtained. These profiles are identified in

Table II wherein the skin friction coefficients inferred from

the transformed profiles by the two methods have also been listed.

Note also that for each case a value of the incompressible blow-

ing parameter [=2F/cf has also been listed. This value follows

from Equation (24) with U ' _ 0". The result of this analysis

is shown in Figure 2. A Typical comparison for a particular

profile is shown in Figure 3. It is evident that the two

methods give substantially different results particularly with

increasing heat transfer. This effect is demonstrated also by

the behavior of the parameter _ as shown in Figure 4.

It might be conjectured at this point that a similar im-

provement might be obtained by utilizing form II-C df the

transformation which follows from form III-C for dp/dx=0. That

this is not thecase is evident since, insofar as the inner

region is concerned, it is completely unaffected by non-zero

values of dp/dx. Thus the values of skin friction that would be

inferred using either II-B or II-C would be identical.

Correlation of Wake Parameter

Despite the improved agreement manifested by form II-D in

the inner region, no corresponding improvement in the outer

region is observed. In particular, following Reference 2 a value

* For both methods we have utilized a Sutherland viscosity

relation for evaluation of viscosity and Crocco integral

for the total enthalpy variation.
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of Coles wake parameter _ was inferred* for each of the profiles
examined. These values are also listed in Table II. The con-
siderable distortion which arises is apparent. Further analysis
of these data however has revealed the existence of a correlating

parameter _minTJTte as indicated in Figure 5. Here _min re-
presents the minimum density ratio within the boundary layer**.
Note that by maintaining the density in this parameter, correla-
tion of the isothermal, low speed helium injection results ob-
tained in Reference 6 is also possible as shown in Figure 5.

Streamwise Prediction of Skin Friction

The possible improvement in prediction of skin friction
variation by use of the modified transformation or the correla-
tion proposed above or both has been examined. Calculations
were made for three cases and are compared with the appropriate
experimental data in Figures 6 and 7.

In all cases a considerable improvement in the prediction
is obtained by use of the correlation. Furthermore the agree-
ment with experimental data is good with the exception of one of
the cases of Reference 16. The reason for this large disagreement
is not known at this time. One possibility may be that the
effective origins for the two data points do not coincide.

Impermeable Flow With Variable Pressure and Heat Transfer

Here there are available only a few preliminary results
obtained using form III-C of the transformation. Several
velocity profiles obtained in adverse pressure gradient (Ref. 17)
have been transformed and they appear to be correlated well by
the law of the wall as shown in Figure 8. However, this result
can not be considered conclusive since no direct measurement
(or other reliable estimate) is available for comparison with
the inferred values of skin friction.

*See Reference 6 for method of calculating _ when F _ 0.

** _min was computed from the Crocco integral by evaluating the

temperature ratio at dT/du = 0.
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COMPRESSIBILITY TRANSFORMATION FOR TURBULENT BOUNDARY LAYER

FLOW OVER A SWEPT INFINITE CYLINDER

Following Reference 18, the describing equations for the

velocity field prevailing in the boundary layer on a swept

infinite cylinder are assumed to be

_pu. _ov = 0 _26)
Bx ' By

Br (x)
Bu Bu dp + (27)

pu _x + pv By - dx By

Bw Bw Br (z)

pu _x + pv By - By (28)

where x is a (curvilinear) chordwise coordinate, y a coordinate

normal to the surface of the cylinder and z a spanwise coordinate

parallel to the generators of the cylinder. The quantities, u,

v,w, of course, represent the corresponding velocity components

and _(x) and r (z) represent the chordwise and spanwise components

of shear, respectively. We now seek a transformation which takes

Equations (26)-(28) to a corresponding CP form given by

B: BV
-- + - 0 (29)
Bx By

___(x)__ B_ B: d__ + _
pu _x + 7_v_ = - d_ By (30)

__ Bw __ B_ By (z)

pu _x + pv By - By (31)

For this purpose, we proceed as in Appendix A and relate the

chordwise and normal space coordinates and the chordwise and

spanwise velocity components through a series of arbitrary

stretching parameters according to

d_
- _ (x) (32)

dx

_dy
pdy = D (x) (33)
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u _ fl(x) (34)

w

= f2(x) (35)

It is now noted that Equations (26) and (29) are identically

satisfied by stream functions defined by

By 5x

In view of these definitions and Equations (33) and (34)

it follows readily that*

f mdy fYmdy
- - = V o _ a_ _- a(x)

_Y flpudy _Y pudy
o

so that

u

u

The normal velocity component can now be transformed according

to

- _x = - _ _ - _x

pv=_-_ d--_+-[]_v_ _u _-Y-d_ _ _ _x

In a similar manner the remaining terms appearing in the VP

equations can be transformed and it can be shown that the desired

CP form is obtained provided we take

* For the VP flow we consider the swept cylinder to be impermeable.

Also for simplicity, it has been arbitrarily assumed here that

V = 0.
w
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= _ ( 1___ dp + ur _ d4_n_7/_

dx _ Pe dx dx

_T (_) _ _ [ 1 _r(x)

5_ _2 Pe By

__ 5u d_ +( i___ l. dp .d6nN/q ]

p_ By a_ Pe p) dx +(ue2 -u2 ) dx

w
e

f2 = constant - _w
e

.= e _ [ br _ _ _ d_
by p w _N by _ 5y dx

e

This is the desired result and would provide the means for

generating predictions for the VP flow behavior by formulation

of an appropriate CP solution (see e.g., Ref. 19).

CONCLUDING REMARKS

It is concluded on the basis of the foregoing discussion

and results that treatment of a rather wide variety of variable

property turbulent boundary layer flows by means of a compressi-

bility transformation is feasible. It appears to be essential

however that for any choice of configuration the appropriate

form of the transformation be utilized.

APPENDIX A

In the original Coles formulation (Ref. i) the stream function

stretching is taken to be

- a(x)

Taking into account the differentiation rules implied by Equations

(5) and (6) and the usual definitions of the respective stream

functions it then follows that the normal velocity components

in the two flow regimes are related by
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d6n_ _u ___
pv = i _ + $ dx 5x

at y, _ = 0 this relation yields

d6n_

PwVw = pv + _ww dx

which appears to be an independent relation for the determination

of _. In the original effort to develop an analysis for the

transpired case this was indeed utilized as a working equation

but was found to introduce a singularity into the system.

Accordingly a modified stretching for the stream function was de-

duced by requiring that

_dy = _ (x)
pdy

and

-- = f (x)
u

Then it follows immediately that the stream functions are

related according to:

_-_w Y
_O pudy

= _f

_Y pudy _Y pudy
o

ioeoB

and that

@-_w Nf = @(X)

U

In this case we find that the normal velocity components are

related by

PV-pwVw= _(_-_w )+ (_-_w) dx - _xa
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which reduces to the zero identity at y,y=0. It would appear
therefore that the original stretch of the stream function is too
restrictive for the mass transfer case. In this connection it
is interesting to note that Jeromin (Ref.7) retained the original
stretching and used as a working equation the relation

_W =

which was satisfied empirically. He found however, that the
resulting formulation did not reduce uniformly to the impermeable
case.

APPENDIX B

Equations (22) and (23) have the explicit form

__f _0 _ _f-- Ue_eo 2__)2 d_nUe
- _ 7 )[ _ g_-( c _ ]F- (4"nUe) '=( ?7 8o e r

-- 2 _0 _

F[F- --_ (_nUe) ']:(
Cf _ 8 0

cf 2 UeVeo
2)

Pe g2- ( cf

where

2F i - ( _)_ )w
gl- cf U e

g2= 3( _2+[ 2F 1
5_ ) cf U e

- ( _-_un-)w][

d6nU
2 e

d X g3 }

2F 1

cf U e
-3( _)w-4( _un_ _)w]

1 5__
_[ i___ (__i_, + =_ ( _._'w ]

Pw _'w Pw

2F i -3( 5_n_)5_w- 4( 56__)5H w
g3 - cf U e

, 51n_
also gl =- ( 5_ )w

g½=3( _--_-_--_+__w ( _-@-_)w[3(_ _-_un-)w+4( _ w]-[ _ _)w+ =--'_'W]"w
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An Assessment of Certain Procedures For Computing The

Compressible Turbulent Boundary Layer Development

by

Henry McDonald

Supervisorj Theoretical Gas Dynamics

United Aircraft Research Laboratories,

East Hartford, Connecticut

SUMMARY

A brief review of the state-of-the-art of predicting the compressible turbulent

boundary layer development is presented together with an extensive comparison between

the pr_dlctions of four selected proced1_res and the available measturements. Three of

the procedures considered are integral methods of computing the boundary layer devel-

opment and utilize a compressibility transformation to reduce the problem to the more

manageable one of predicting the development of an equivalent incompressible turbulent

boundary layer. One of the integral procedures takes into account the effect of up-

stream history on the turbulent shear stress. The fourth procedure considered is a

numerical solution to the boundary layer partial differential equations of motion and

in this case the turbulent shear stress is described by a simple eddy viscosity model.

The results of the comparison between theory and experiment indicate that, relative

to incompressible flow_ much poorer agreement is obtained when the pressure gradients

are pronounced. The cause of the large discrepancies is tentatively attributed to

the neglect of the static pressure variation normal to the wall. No significant gain

in accuracy of prediction in the present case was found to result from the use of the

numerical solution of the boundary layer partial differential equations of motion

compared to the less rigorous_ but much faster, integral procedures.

The work reported in the present note was sponsored jointly by Pratt & Whitney

Aircraft and United Aircraft Research Laboratories.

INTRODUCTION

In designing aerodynamic systems a frequently occurring problem is to accurately

predict the boundary layer development throughout these systems. The reasons for

requiring an accurate knowledge of the boundary layer behavior are not difficult to
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understand, since in most instances the boundary layer plays a key role both in deter-

mining the aerodynamic losses which occur in the system and, in addition_ determines

the possible operating envelope of the system. In the commonly encountered design

problems the boundary layer is turbulent and the mean flow velocities are in the

compressible flow regime. Although quite a number of procedures which compute the

compressible turbulent two-dimensional boundary layer development under the influence

of an arbitrary pressure gradient exist, the question arises as to the accuracy of

these existing procedures for design purposes.

In a compressible turbulent shear flow, the fluctuating velocity field causes a

net transport of momentum and heat normal to the streamlines of the mean flow. The

fundamental problem of the turbulent boundary layer is the explicit or implicit

description of this transport mechanism. In view of the heavy reliance that com-

pressible calculation procedures place on incompressible theory, it is relevant to

the present study to review the status of incompressible prediction methods. In

this context it is noted that in recent years Rotta (Ref. i), Thompson (Ref. 2), and

Rotta (Ref. 3) have reviewed the then available procedures and concluded that prior

to about 1964 only one procedure for computing the incompressible turbulent boundary

_ayer, that due to Head (Ref. 4)_ could be relied upon to provide reasonable predic-

tions. Rotta (Ref. i) attributed the poor performance of most of the other procedures

to an inadequate description of the relationship between the momentum transport and

the mean velocity.

Partially as a result of the Rotta-Thompson reviews and partially as a result

of the re-emergence of the boundary layer as a major aerodynamic problem area, there

have been numerous re-analyses of the boundary layer problem since the Rotta-Thompson

reviews. These newer contributions have been categorized and assessed in the recent

AFOSR-IFP Conference at Stanford (Ref. 5). It is evident from the Stanford meeting

that many of the newer procedures can make rapid_ accurate predictions of the incom-

pressible two-dimensional turbulent boundary layer flowing in an arbitrary pressure

gradient. From an engineering point of view, then, the two-dimensional incompressible

development of thin unseparated turbulent boundary layer growing under, but not

influencing, a steady inviscid free stream may be considered predictable to a fair

degree of accuracy. The present note attempts to ascertain the degree of accuracy

which may be expected in the corresponding compressible case. It is felt that such

a study would help orient future research as well as provide an accuracy base level

to guide users of the existing procedures. Also_ it would seem ill-advised to

proceed to study more complex flows, such as three-dimensional boundary layers,

without first clarifying the position as far as possible in two dimensions.
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LIST OF SYMBOLS

Skin friction coefficient

Specific heat at constant pressure

Shape factor

Stagnation enthalpy, defined by Eq. (4)

Mach number

Prandtl number

Pressure

Temperature

Velocity along the wall

Velocity normal to the wall

Distance along the wall

Distance normal to the wall

Transformation scales, see Refs. 9 and i0

Density

Boundary layer thickness

Boundary layer displacement thickness

/oBoundary layer momentum thickness

Turbulent thermal transport correlation

Turbulent apparent shear stress

Molecular viscosity
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Pe Ue
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Subscripts

e Edge of the boundary layer

W Wall value

O Stagnation value

Superscripts

I Fluctuating quantity

Time mean average

COMPRESSIBLE TURBULENT BOUNDARY LAYER THEORY

The Basic Equations

Within the framework of the usual boundary layer approximations_ various authors_

for example,Schubauer and Tchen (Ref. 6), have reduced the time-averaged Navier-Stokes

equations to the compressible boundary layer equations of motion. For steady two-

dimensional flow these equations may be written tpgether with the continuity equation

in the form

ax = - ax _y bx
(i)

_._Laax(Eo_ + _-_-v(_(_) :

__(- _o _cpv-V) ' _
(2)

and

a-T,_u + y_ #v : o (3)
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where

- I _2 +_2) (4)Ho = CpTo = Cp_ +--Z(

In the above equations U and V are the velocities in the X and y directions (i.e.,

parallel to and normal to the wall). The prime denotes a fluctuating quantity and

the bar a time mean average. The stagnation temperature is denoted by To , the static

temperaiure _ is defined by Eq. (4). The specific heat at constant pressure is

denoted by Cp and the Prandtl number by Pr. In view of subsequent developments, it

is worth noting at this point that under the usual boundary layer approximations the

y-momentum equation reduces to

_y P" + p'v I = 0

which then integrates to give

m

P + "_v '2 = P'--w (6)

where the subscript 'w' denotes conditions at the wall. If, in addition, the usual

assumption is made that the longitudinal gradient of Reynolds normal stress contri-

bution to Eq. (i) is negligible, then from Eq. (6) it follows that the static pressure

gradient _p/_x is constant across the boundary layer. This point will be discussed

at length subsequently. Under the terms of these additional assumptions the x-momentum

equation, Eq. (i), becomes

a.._._(_52) + a.._.(5_-g)= dP---ww+ _y(_ _Udx -E_ - _ u'v,) (7)

Inspection of Eqs. (2), (3), and (7) together with the equations of state reveals

that the only unknowns in the system of equations are the turbulent shear stress -U1V l

and the temperature correlation -VIT l (provided of course that _, Cp, and Pr may be

expressed in terms of the problem variables_ as indeed they usually can be). For
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obvious reasons the UIV I and vtT_correlations are often loosely termed the

turbulent transport terms. Thus, it can be seen that in going from incompressible

to compressible flow the least amount of additional information required is firstly,

a knowledge of the relationship between the mean flow variables and the temperature

correlation vIT I and secondly, the effect, if any, of temperature on the relationship

between the mean velocity field and turbulent shear stress -uIv( o Proposed methods

of predicting the compressible turbulent boundary layer can thus be assessed firstly

on what basis this additional information on -_V I and vIT I is introduced and

secondly on what additional simplifications, if any, are used in order to obtain a

solution to Eqs. (2)_ (3), and (7).

Outline of Approaches

In general, the static pressure distribution -Pe(x) is either supposed known a

priori or calculable from an additional equation, such as the strong-interaction

equation (see Crocco-Lees, Ref. 7). It follows, therefore, that as soon as the

turbulent transport terms are related to the mean flow variables, Eqs. (2), (3), and

(7), together with the equation of state form a closed set of coupled non-linear, usually

paraboli_ differential equations. This set of equations may be solved numerically

by a number of finite-difference schemes and so the streamwise development of _( y ),

(y}_ T (y) , and p-v(y) computed. These numerical solutions can be refined to a

high degree of accuracy so that from a practical (as opposed to mathematical) point

of view the solutions so obtained are usually regarded as exact. As a result, provided

the finite differencing procedures are adequate, this numerical approach can be

criticized on two counts only, the first being the accuracy of the usual boundary

layer approximations used to reduce the time averaged Navier-Stokes equations and the

second being the nature of the specified turbulent transport mechanism. Both of

these areas will be discussed in the subsequent work.

As an alternative to the computationally difficult task of numerically solving

the partial differential equations of motion by means of a finite-difference proce-

dure the so-called integral methods have been developed. In the integral methods_

various moments of the partial differential equations are taken until the number of

equations is equal to the number of parameters required to specify the profiles of

velocity and temperature. Integration (i.e. averaging) of these partial differential

equations across the boundary layer (using assumed temperature and velocity profile

families) usually leads to a set of coupled quasi-linear ordinary differential

equations which are easily integrated downstream to yield the streamwise distribution

of the profile parameters, and hence the profiles themselves. The integration across

the boundary layer reduces the sensitivity of the integral procedures to the precise

form of the adopted profile families. However, it is apparent that, by assuming

velocity and temperature profile families, integral procedures have gained an

additional count on which they can be criticized.
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In laminar flows the same problem of solving the compressible integral or

partial differential equations of motion is greatly simplified by the introduction

of a coordinate transformation which uncouples the thermal energy equation from the

streamwise momentum equation. These compressibility transformations, as they are

termed, effectively reduce the compressible boundary layer to an equivalent incom-

pressible boundary layer which can then be solved by any appropriate procedure. The

use of these transformations in laminar flow is a result of their mathematical

convenience and at the present time their use is restricted to fluids which satisfy

certain requirements on the relationship between the kinematic viscosity and temper-

ature. A number of authors have tried to develop transformations for use in turbulent

flows. The central difficulty encountered in this work is that the relationship

between the compressible turbulence and the mean flow, which the transformation

should retain, is in itself the subject of considerable research. Most authors to

date have made an invariance hypothesis concerning some transformation scale and

subsequently examined the resulting compressible turbulence-mean velocity relation-

ship. Consequently, the transformation in turbulent flow has been used not as a

mathematical convenience but as a device for generating information on compressible

turbulence. This point will be developed subsequently but it can be appreciated that

use of a compressibility transformation introduces two further possible problem

areas, the first being concerned with the mathematical approximations used to obtain

the transformation, and secondly the physical constraints introduced into the com-

pressible turbulence-mean velocity relationship.

Some General Comments on the Various Approaches

Numerical Solutions of the Partial Differential Equations of Motion

On the basis of the previous remarks it will be appreciated that the numerical

solutions to the boundary layer partial differential equations of motion are regarded

as approximate only insofar as the specification of the turbulent transport mechanism

is concerned. Several other points, however, ought to be taken into account.

Firstly, the boundary layer approximations may not be valid in the flow situations

under study and so the boundary layer equations of motion would in this instance

provide a poor description of the flow. This objection would, of course, also apply

to the integral procedures. Secondly, it is worth bearing in mind that the numerical

scheme of solving the partial differential equations almost always involves represen-

tation of derivatives by finite differences. Consequently, the so-called exact

solutions of the partial differential equations are in reality only solutions to the

finite-difference equations. Unfortunately, in turbulent flow there are no good

representative analytic solutions to the boundary layer equations which can be used

to assess the various finite-difference schemes_ although an estimate of the possible

errors involved can be obtained by comparing the solutlon across a step to the
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solution obtained from the momentum integral equation. As a result, speed and not

computational accuracy has become almost the sole criterion on which the finite-

difference procedures are judged in turbulent flows.

From the point of view of the user, the finite-difference procedures can be very

temperamental. Slight changes in geometry or flow conditions can sometimes result in

the calculation becoming unstable or quite inaccurate_ thus requiring considerable

effort on the part of the user to obtain a satisfactory computation. Lastly, both the

computer execution time (generally of the order i minute per boundary layer) and the

computer programming time (generally of the order i man year) may either be prohibi-

tive or at best uneconomic on the basis of the desired information. However, there

can be little doubt that the potential capability of handling the more complex problems

and of changing the boundary conditions such that smooth or rough walls_ wall suction

or blowing etc. can be treated, makes a finite-difference procedure very attractive.

Integral Procedures

Integral procedures for computing the compressible turbulent boundary layer fall

conveniently into two classes, those which utilize a compressibility transformation and

those which do not. In either event the resulting procedures are usually computationally

rapid and, as has been pointed out by Reynolds (Ref. 5), require a less specific defi-

nition of the turbulence structure. Integral procedures which do not utilize a com-

pressibility transformation require the specification of velocity, temperature and

turbulent shear stress profile families. This is obviously a difficult task in com-

pressible flow at the present time and consequently not much progress has been made in

developing integral procedures of this type.

The majority of integral procedures developed to date have used a compressibility

transformation and solve the resulting incompressible problem by some convenient integral

procedure. As mentioned previously, the major problem in applying a compressibility

transformation is the basic question of the applicability of such a transformation to

the flow under consideration. Early transformations, such as that of Mager (Ref. 8),

were subsequently criticized by Coles (Ref. 9) who, while not appearing overly enthu-

siastic about the transformation, did at least manage to generate a transformation which

was formally rigorous and which upon introduction of a scaling parameter, _ , predicted

the wall skin friction variation with Mach number and Reynolds number quite well. Coles'

transformation was subsequently discussed in detail by Crocco (Ref. i0). However,

Libby and Baronti (Ref. ii) noted that using Coles' transformation the predicted shape

of the velocity profiles at high _ch number away from the wall did not agree with

experiment. Later Clark (Ref. 12) substantiated Libby and Baronti's findings. In

addition, Maise and McDonald (Ref. 13) have shown that predictions of the structure

made using Coles' transformation could also be considerably in error at high supersonic

Mach numbers. In summary_ it does not seem that the presently available transformation

can withstand a careful scrutiny. This does not preclude the possibility that an

acceptable transformation can be developed and indeed it would appear that a simple two-

layer transformation might remove many of the present objections to the transformation.
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The Various Structural Hypothesis

Any method of computing the turbulent boundary layer development must contain

either an explicit or implicit description of the relationship between the mean

velocity field and the turbulent apparent shear stress. In addition, when the flow

is compressible or heat is being transferred to or from the fluid, the relationship

of the mean velocity field to the turbulent temperature transport correlation

coefficient must also be specified, again either explicitly or implicitly. In the

numerical solutions to the partial differential equations the relationship between

the mean velocity field and the turbulent stress correlations is usually stated

explicitly. The limitations of these explicit relationships, such as 'eddy viscosity'

or 'mixing length' and turbulent Prandtl number, are now quite well-known in incom-

pressible flow and much current effort is being devoted to determining both the form

and limitations of these formulations in compressible flow. The compressibility

effect on certain formulations has been obtained from physical arguments (e.g.,

Bradshaw, Ref. 14), from comparisons between prediction and measurement (e.g., Herring,

Ref. 15), from the compressibility transformation (e.g., Ting and Libby, Ref. 16)

and in the equilibrium flat plate cas% indirectly from experimental evidence

(Rise o_ _i_ _e 13) Certainly, _ith _ +_ ar_ments nor +_ e_erimenta!

evidence are, at present, conclusive, but on the basis of the available information

the existing compressibility transformations would appear to yield the poorest

quantitative predictions of the compressibility effects on the various stress-velocity

formulations (Maise and McDonald, Ref. 13).

An additional feature of certain stress formulations is the absence, or otherwise_

of a lag in the relationship between the mean velocity profile and the turbulent shear

stress (the so-called upstream history effect). There can be little doubt that in

certain near equilibrium incompressible boundary layers this effect is unimportant

(AFOSR-IFP Conference, Ref. 5). The question arises, however, as to the importance

of this historic effect in computing the more commonly encountered types of compress-

ible turbulent boundary layers• Consequently_ the present investigation sought to

answer the question of how important the known failings of the compressible trans-

formations are in making boundary layer predictions and in addition what discernible

errors are introduced through the neglect of upstream history on the turbulence.

The Available Prediction Methods

Methods of computing the compressible turbulent boundary layer available prior to

1965 have been discussed by Rotta (Ref. 3) and Hornung (Ref. 17). Noteworthy of these

earlier methods is the fact that all are integral procedures. In the light of the

Rotta-Thompson reviews (Refs. i and 2) it would be expected that extrapolations to

compressible flow of certain incompressible procedures such as have been performed
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by Spence (Ref. 18), Stratford and Beavers (Ref. 19), Waltz (Ref. 20), and Reshotko

and Tucker (Ref. 21), would be unsatisfactory. The unsatisfactory extrapolation

arises as a result of the inaccurate predictions of the basic incompressible procedure.

The procedure of Reshotko and Tucker (Ref. 21) is typical of these early methods and

was selected for use in the present comparison with experiment since, as well as

being in wide spread use, this method has been the subject of considerable development,

see for instance Sasman and Cresci (Ref. 22).

Following Thompson's review, however, it would be expected that an extrapolation

to compressible flow of the method of Head (Ref. 4), such as has been performed by

Standen (Ref. 23) and Stoddart (Ref. 24), using Mager's transformation, might be

rewarding. Indeed, predictions obtained using Stoddart's (Ref. 24) application of

the Mager transformation to Head's method were examined in some detail by the present

author but found on average to be slightly inferior to a very simply modified version

of the procedure of Reshotko-Tucker (Ref. 21). This modified version of Reshotko-

Tucker is described in Ref. 25 and in adiabatic flow is conceptually identical to

the modified procedure of Reshotko and Tucker previously described by Sasman and

Cresci (Ref. 22). Since it is apparent the many similarly modified versions of the

Reshotko-Tucker procedure are in wide spread industrial use, the modified versionof

the Reshotko-Tucker procedure described by Flaherty (Ref. 25) was selected for

detailed comparison with experiment.

In recent times So (Ref. 26) and Camarata and McDonald (Ref. 27) have applied

Coles' transformation to basically quite accurate incompressible procedures, the

methods of Head (Ref. 4) and McDonald (see Ref. 5), respectively. The procedure of

Camarata and McDonald (Ref. 27) was selected for use in the present study mainly

because this procedure could take into account the effect of upstream history on the

turbulence and consequently an estimate of the importance of this effect in compress-

ible flow could be made using this particular procedure.

Since the Rotta-Hornung reviews (Refs. 3 and 17) four numerical procedures for

computing the compressible turbulent boundary layer have been published, these being

the procedures of Herring (Ref. 15), Spalding and Partankar (Ref. 28), Smith and

Cebici (Ref. 29), and Bradshaw and Ferriss (Ref. 14). In the light of the performance

of the numerical procedures in incompressible flow (Stanford Conf., Ref. 5) no large

differences between the methods would be expected to show up_ at least_ when the

methods are applied to predict the presently available experimental evidence*.

Consequently_ for use in the present study a similar development to the Herring

procedure (Ref. 15) evolved by Fish and McDonald (Ref. 30) was utilized. Although

*(Assuming that a more reasonable compressible outer layer eddy viscosity relationship

was used in the Smith-Cebici procedure - See for instance Maise and McDonald Ref. 13.)
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the procedure described by Fish and McDonald (Ref. 30) contains an extended turbu-

lence model as well as a number of numerical improvements, in the present study_

the Herring eddy viscosity relationship was used. Thus_ any differences which might

arise between the predictions of the Herring procedure and the Fish-McDonald procedure

can at this stage only be attributable to the differences in the numerical techniques

employed.

Before going on to discuss the detailed comparisons with experiment it would seem

worthwhile to mention_ from a users point of view_ a few findings concerning the

selected procedures. Firstiy_ the integral procedures were all easily programmed and

fast in execution. Starting the calculation was also generally quite simple. Only

in a very few cases (not reported here) did any of the integral methods fail to give

an answer. It was found that using the transformation of Coles (Ref. 9) as suggested

by Crocco (Ref. i0) the predictions were very sensitive to the precise value of the

/_ ratio. This sensitivity was also predicted by Green (Ref. 31) and probably

featured in So's (Ref. 26) method also. It turned out that the extreme sensitivity,

indeed singular behavior_ was a consequence of deriving the transformation scale

by simultaneously satisfying the energy and momentum equations at the wall using a

laminar Prandtl number invariant under the t_ansformation° _e _ebavior of the

resulting expression for the streamwise rate of change of the transformation scale

ratio, _ / _ _ indicated that it was obviously impractical to try to satisfy the

energy equation at the wall when there was no heat transfer or the Prandtl number was

other than unity. In the version of the Coles transformation used in the present

report_ an alternative procedure was adopted and the _ /_ scale assumed to be

proportional to the static temperature. This assumption is certainly permissible in

a zero pressure gradient flow and is used in the laminar flow transformation. Nearly

identical predictions were obtained with W / _ set equal to a constant_ indicating that

the theory was not sensitive to these scales provided the singularity was avoided. It

follows from the definition of the _/_scale that the satisfaction of the energy equ_

tion only requires that the Prandtl number not be a transformation invariant. In

addition_ several of the suggested _-scale relationships were tried and found to yield

very similar predicted boundary layers_ the definition of _ suggested by Libby and

Baronti (Ref. ii) being used for the comparisons presented in this note.

Preliminary versions of the Fish-McDonald (Ref. 30) procedure which did not

contain the numerical improvements referred to earlier and which was therefore very

similar to the Herring procedure_ proved to be troublesome to use in routine calcu-

lations. Upon introduction of a special starting routine and a novel finite-

differencing procedure_ this method became much easier to use but was still more

troublesome than the integral procedures and on average about two orders slower. It

must also be acknowledged that the user obtained almost one order more information

from the numerical procedures, and in different circumstances_ such as in performing

calculations on aerofoil blades_ this particular procedure even in unmodified form_
performed well.
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THE COMPARISONS BETWEEN THEORY AND EXPERIMENT

The Experimental Data

Before going on to examine the comparisons between theory and experiment_ the

available experimental information will be briefly mentioned. First of all_ the

broad rule was adopted that no experimental data would be considered in the present

note if only one boundary layer property_ such as skin friction or heat transfer_

had been measured. The reasons for this ground rule were simply that any resulting

comparisons could be greatly influenced by the choice of the unknown starting

conditions for the other required variables and hence the comparisons could become

quite meaningless. In addition_ the role of fortuitous error cancellation cannot

be assessed in boundary layers where only one of the predicted quantities is

measured.

Perhaps one of the best sets of experimental information to date on compressible

turbulent boundary layers has been reported by Winter_ Smith_ and Rotta (Ref. 32).

In this particular study both the boundary layer velocity profiles and the skin

friction were measured for six free-stream Mach numbers. The very large scale of

the model used (5 feet) and the high Reynolds number achieved (i0 million based on

body length) make these results particularly noteworthy. Above about MOO: 1.4 there

seems to be a suggestion that the transition trip was not fully effective. No mention

is made by the investigators concerning the strength of the normal pressure gradient_

presumably ignored in reducing the data.

Another important experimental contribution to the study of compressible tur-

bulent boundary layers has been reported by Michel (Ref. 33). Although Michel's

measurements were made in a much smaller tunnel (typical boundary layer thicknesses

of order i cm) Michel examined three very different types of pressure gradients and_

probably most important of all_ he attempted to measure the transverse static pressure

distribution. Michel's three boundary layers were formed in one instance by inserting

a concave wall designed to give a linearly decreasing Mach number. In another instance

the boundary layer along the tunnel wall was disrupted byplacing a 16 deg wedge on

the wall and so formed a shock-wave boundary layer interaction. In the third instance_

Michel arranged for a deceleration in Mach number by means of a concave-convex tunnel

wall. No skin friction measurements were made for the flows in a pressure gradient.

In Ref. 34, McLafferty and Barber have reported a series of measurements, made

in a fairly small wind tunnel_ of supersonic turbulent boundary layers in a number

of severe adverse pressure gradients. Typically McLafferty and Barber's boundary

layers were less than 0.5 inches thick and were formed by placing circular arc ramps

on varying radii of curvature into a Mach number 3.0 free stream. Large transverse

static pressure variations were indicated in these tests. McLafferty and Barber did

not measure skin friction in their tests.
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Morerecently Kepler and O'Brien (Ref. 35) extendedthe investigation of
McLafferty andBarberto higher Machnumbers(M00= 6.0) and also included the effect
of heat transfer. Kepler andO'Brien's moredetailed investigation wasperformed
ona similar scale and on similar modelsto thoseusedby McLafferty andBarber.
Onceagain, very large transverse static pressuregradientswere indicated andno
skin friction measurementsweremade.

In a study of the flow over axisymmetricafterbodies at MOO= 2, Reid and
Hastings (Ref. 36) madea numberof boundarylayer velocity profile surveys. These
measurementsweretaken at quite high Reynoldsnumber(2.7 x 105per inch) and on
quite a large model(typical modeldiameter4 in). 0nly the parabolic afterbodies
were sufficiently well detailed for use in the present study and for these bodies
the pressuredistribution wasalwaysfavorable.

Seddon(Ref. 37) hasmeasureda very interesting shockwaveboundarylayer
interaction at transonic speed. In this casethe boundarylayer wastypically less
than 0.5 in. and onceagain the transverse static pressuregradient wasnot
negligible. Seddon'sboundarylayer formeda local separationbubble andupon
reattac_--mentdevelopedinto an exampleof the relaxing bo-mudarylayers commentedupon
frequently at the Stanford Conference(Ref. 5)- Greenlater madea muchmore
extensive experimental investigation of this type of flow at supersonicspeedsbut
as yet this information is not generally available, although it is cited in Ref. 31.

Finally, Pasiuk, et al., (Ref. 38) havemadesomemeasurementsat a Machnumber
around2 of the influence of heat transfer on the growthof a compressibleturbulent
boundarylayer in a favorable pressure gradient, in these measurementsthe boundarx
layer thicknessesweregenerally less than 0.5 in. thick andthe flow Reynolds
numberwasmoderate. Pasiuk, et al's., investigation wasaimedprimarily at obtaining
heat transfer information and so details on the transverse static pressuregradient
are lacking.

Comparisonwith Experiment

Thecomparisonsbetweenthe theories andthe experimentalevidenceare presented
in Figs. 1 through 27. Carewastaken to ensurethat the input data to the various
theories wasas near identical as possible. Wheneverpossible the boundarylayer
momentumthickness and shapefactor werematchedat the starting point but in the
Fish-McDonald(Ref. 30) procedureit wasconvenientandmuchless expensiveto match
only the momentumthickness closely and settle for anapproximatematchon the shape
factor. In certain casesthe measuredboundarylayers at the starting point were
inconsistent with the theories. In the event of suchinconsistency, the nearest
consistent set of starting values wereadopted. Identical measuredpressureor Mach
numberdistributions wereusedin performingthe calculations, but at least two of
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the theories, the modified mixing length - Coles r transformation procedure (Ref. 27)

and the finite-difference procedure (Ref. 30), possessed smoothing and interpolating

routines to enable a more uniform step size to be used. These smoothing and inter-

polating routines, although very convenient, did introduce small changes (evidently

negligible) into the pressure distributions used. Due to computer time limitations,

a number of cases did not proceed completely through the Fish-McDonald (Ref. 30)

procedure. If only a small portion of the computation remained to be performed for

these incomplete cases and nothing of significance was to be expected, then the

cases were not rerun.

DISCUSSION

It is evident from the comparisons between theory and experiment that the three

more recent calculation procedures all perform in a very similar manner for the range

of experimental flows measured to date. The same measured boundary layers are

surprisingly well predicted by the three procedures_ while certain other boundary

layers are consistently erroneously predicted. Comparing the performance of the

procedures it does not appear that either the compressibility transformation or

historic effects on the turbulence are responsible for the observed discrepancies.

Instead_ it can be readily shown that the boundary layers which are poorly predicted

do not satisfy the two-dimensional yon Karman momentum integral equation s at least

for any reasonable assumed value of the skin friction coefficient. In incompressible

flow a disparity of this sort is usually attributed to the three-dimensionality of

the experiment. However, in some of the poorly predicted boundary layers examined

in the present study the correction to the two-dimensional von Karman momentum

integral equation was very large indeed, much larger than was felt could reasonably

be attributed to any three-dimensional effects. Doubtless such three-dimensional

effects are present in the measurements but an additional possibility is that the

normal stress terms, normally neglected in the von Karman equation, were appreciable

in some of the flows under consideration. Again_ it is difficult to imagine that

the normal stress component could be sufficiently large to make up the suspected

momentum equation deficit and indeed in some instances the normal stress component

would seem to enhance the observed disparity. The remaining possibility is that

normal press_re gradient effects wer_ non-n_gligible and this point is now considered

in detail.

The usual two-dimensional von Karman momentum integral equation is obtained by

integrating Eq. (7)- The corresponding momentum integral equation obtained from

Eq. (I) negelecting only the normal stress terms can be written as
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de 8 due... ( Ue dpe_ I d _oSSdy} _ C fdx + H + 2 + + {pe8 _ _ __ (8)Ue dx 3"g e/ 2

where 8 = I-_ dy
Pe Ue PeUe

and

H : 85e

(9)
S* = /oa (, '_5 ) dyPe Ue

It is noted that if p is independent of y Eq. (8) reduces to the conventional

yon Karman momentum integral equation. Also_ in passing, if the free-stream flow

is adiabatic then

u, d_d._e,_p: _ ClO)
Pe due " "

where the subscript 'e' denotes the inviscid flow. If the outer inviscid flow is of

the Prandtl-Meyer type then to the usual boundary layer approximation

(_-_)e = I

Using Eq. (ii) as a guide it follows that, in supersonic flows, where (dp/dx) e is

large, (dp/dy) e is also very large. Consequently, an appreciable contribution from

the integral of p with respect to y term in the momentum integral equation can be

generally anticipated in a pressure gradient. Michel (Ref. 33) was fully aware that

his measured boundary layers could not satisfy the yon Karman momentum equation with

any reasonable assumed skin friction. In an effort to isolate the source of the

discrepancy Michel measured the transverse static pressure variation in his

boundary layers and found that the measured static pressure contribution could fully

account for the disparity in the momentum equation. Michel's findings in the case

of the linear Mach number deceleration are reproduced in Figs. 28 & 29. In the concave-
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convex deceleration experiment, Michel noted that normal pressure gradients were not

pronounced and suggested that this explained why no great discrepancy in the

yon Karlmn momentum equation was observed in this particular test.

From the foregoing it would seem reasonable to conclude that much of the

responsibility for the inaccurate predictions can be attributed to the neglect of

the static pressure variation normal to the wall. Insofar as taking this variation

into account in making predictions of the boundary layer is concerned, once again

Michel (Ref. 33) has pointed the way by demonstrating that the static pressure

distribution normal to the wall can be estimated by computing the Y_ch waves ema-

nating from the wall. This essentially inviscid approach for computing the static

pressure distribution normal to the wall has been developed more recently (and at

length) by Myring and Young (Ref. 39). Based on Michel's and Myring and Young's

work it would seem that very reasonable approximate static pressure distribution can,

in certain instances, be calculated. Once this static pressure distribution is known

it is a straight forward matter to introduce it into the boundary layer equations.

If, in addition, it can be ascertained that the turbulence per se is not also affected

by the static pressure gradients normal to the wall then some confidence can be

expressed in the eventual prediction capability of a boundary layer procedure of this

type.

A slightly different approach to the problem of specifying the static pressure

distribution normal to the wall has been adopted by McDonald and Shamroth (Ref. 40).

In their approach_ McDonald and Shamroth introduced a third order polynomial static

pressure profile and satisfied four boundary conditions on the pressure; two at the

wall and two at the outer inviscid edge. The resulting polynomial pressure profile

was used in an integral procedure for computing the near wake development during

reattachment. The results of this procedure show some promise for application to

the boundary layer problem.

CONCLUSIONS

i. The three most recent procedu_es of the four considered in the present

note give very similar prcdictions for the ex_erime_bal boundary layers. This _inding

must_ however, be treated with caution_ since only a very limited number of different

types of boundary layers have been measured to date. In reattaching boundary layers,

for instance, the indications are that this finding would have to be revised.

2. In severe adverse pressure gradients at supersonic speeds the predictions

are usually in poor agreement with the measurements. In moderate pressure gradients

the predictions are usually in quite fair agreement with the measurements.
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3. While most of the measured boundary layers leave much to be desired it

appears that the primary reason for the poor agreement between prediction and mea-

surement in severe adverse pressure gradient flow lies in the neglect of the static

pressure gradient normal to the wall in the theories. The indications are that an

inviscid approach to calculating the normal static pressure gradient may be adequate.

If this is found to be the case it would seem only a matter of time before the

theories are corrected.
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CALCULATION OF TURBULENT SHEAR FLOWS THROUGH CLOSURE

OF THE REYNOLDS EQUATIONS BY INVARIANT MODELING

By Coleman duP. Donaldson and Harold Rosenbaum

Aeronautical Research Associates of Princeton, Inc.

INTRODUCTION

This paper presents a progress report on the work carried

out by the authors under NASA Contract No. NASW-1777. This work

is concerned with the development of a method for computing
the characteristics of turbulent shear layers which will not suffer

from some of the restrictive ass_Jmptions of present methods and

which, hopefully, will be applicable to a number of interesting

turbulent shearing problems other than the conventional turbulent

boundary layer. The method has come to be called the method of

invariant modeling since the technique is based on a closure of the

equation for the Reynolds stress tensor by means of physical models

of the higher order terms in this equation that are invariant under

transformation of coordinate systems.

BACKGROUND

The starting point for all studies of incompressible turbu-
lent fluid motion is the equation derived by Reynolds (ref. I) for

the mean motion ui = ui(xJ,t) of a fluid in which there are
fluctuations in velocity and pressure, u_ = u_(xJ,t) and

p' = p'(xJ,t), whose averages are zero. This equation is obtained

from the general equation of motion, namely,

" _p

_--_(Pu i) + (puJu i),j - _x i z,j

Tij = _(ui, j + uj,i) (2)

*In this report, the notation is that of general tensor analysis
in curvilinear coordinates. The metric tensor is indicated by the

symbol gin • This general notation is used since it facilitates
the study _f the invariant properties of certain models that will

be used in the course of this report.
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by substituting ui = _i + ui and p = p + p into equation (i)

and time-averaging the resul_ing equation. By this procedure,

Reynolds' well-known equation

_-7 Pui ,J _x i
_P + (_J - Pu'Ju'i!j (3)

is obtained. In this equation

= gjki ,k +  k,i) (4)

and the Reynolds stress

T@ pu'Ju_ or Tij ' 'i - i • - Puiu j (5)

is determined by the value of the correlation between the fluctu-

' and u_ating components ui

For many years it has been customary to attempt a solution

of equation (3) through the use of the continuity equation,

namely,

= o (6)
,0

and the notion that an effective eddy viscosity could be deter-

mined for roughly parallel shear flows of similar form such that

the Reynolds stress could be expressed as

! ,

Tij - PUiU j = pf(n)(ui, j + uj,i ) (7)

where n is the coordinate normal to the surface. This expres-

sion reduces for boundary layers, with the usual notation, to

Txy = 0f(Y) (8)
By

The shortcomings of the expression given above have long been

known. For example, the function f(y) is not even defined

everywhere in a wall jet flow since a Reynolds stress can be

measured at the point where _u/_y = 0 _ The interesting aspect
of the expression given in equation _8) is not its shortcoming

but the fact that the simple concept of an eddy viscosity has

worked so well for flows of boundary layer type, even though the

turbulent kinetic energy and actual Reynolds stresses in a
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turbulent medium are not tied to the mean velocity profile but

have definite dynamics of their own. Presumably the success of

equation (8) is due to the fact that, for most boundary layer sit-

uations, the dynamics of the various components of the tensor ui_ j
are rapid enough to allow these components to stay in some sort-

of equilibrium relative to the mean flow.

Most of the eddy viscosity models that are in use today are

based on the idea of a mixing length. The idea, originally due to

Prandtl (ref. 2), is that the scale of the turbulence in a shear
layer must be governed by the scale of the mean motion and/or the

distance of a given point in the shear flow from a solid surface.

Suppose a scale length A is associated with this local scale;

one might then expect to find velocity fluctuations of the order

of A 8_/8y . This line of reasoning prompted Prandtl to write as

a possible expression for the Reynolds stress

Txy PA2 I I (9)

Other expressions similar in form to equations (7), (8), or (9)
can be given. The general expression for the Reynolds stress in

terms of an eddy viscosity based on the idea of a mixing length
can be written

Tij = pf(A,Uk)(Ui, j + uj,i) (i0)

More generally, if the idea of an eddy viscosity is abandoned, one

might seek a general form for Tij in terms of the mean velocity
and local scale; thus,

Tij = Pfij(A,ui) (Ii)

It is obvious that any method which is described by equations

(i0) or (II) ties the Reynolds stress to the mean velocity profile

and, as such, does not really consider the dynamics of the devel-

opment of the various components of this tensor. As mentioned

before, for most boundary layer flows, this does not seem to be a

serious omission. However, for certain rapidly changing boundary

layer situations, as well as for more difficult geometric problems

such as the decay of a free vortex in a turbulent medium, the

neglect of the dynamics of the Reynolds tensor leads to serious
difficulties.

MORE RECENT METHODS

Within recent years, actually since the advent of modern

computers, several attempts have been made to account for the fact
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that there are actual dynamics associated with the development of

the various components of the Reynolds stress tensor. Two methods

which are well known should be discussed here. One is due to

Glushko (refs. 3 and 4) and the other is due to Bradshaw, Ferriss,

and Atwell (ref. 5).

In these two methods, an attempt is made to keep track of the

dynamics of the turbulence itself by computing the development of
the local turbulent kinetic energy per unit mass

_ : u'i_i/2 (121

as a shear layer develops and relating the local Reynolds stress

to this quantity.

In order to carry out this computation, one needs, in addi-

tion to equations (3) and (6), an equation for the turbulent

kinetic energy. This may be obtained from the equation for the

correlation _ by multiplying this equation by gik . The

equation for t_e-correlation ulu _ is derived in a number of
references (see, for example, ref. 6, pp. 249-255) and is well

known, so it will not be derived here. It is

W (ulu _) + _GJ(u_.u__),j

,j , _ 9u'Ju! -
= -pu uk ui,j I uk, j - _(u'J_iu_) j

- (p'u I ' , , , ,i),k- (P uk),i ÷ p (ui,k + uk,i)

mn 'u'' - 2_ gmn u[ u' (13)
+ bg (ui k),mn l,m k,n

The terms on the left-hand side of equation (13) describe the

variation, as a fluid element moves along a streamline, of the

correlation u{u[ at the fluid element. The first two terms on
the right-hand side of equation (13) are terms which describe the

UvU vproduction of the correlation i k as the turbulence interacts

with the mean motion. The term p(u' ' 'JUiUk),j describes the
! !

diffusion of the correlation uiu k by the turbulent motion itsel_

The next two terms, (_),k and (p'u_) i , are the so-called

general pressure diffusion terms and represent both diffusion
and second-order production effects. The next term on the right-

hand side, p'(u_i,k + U'k,i) , is the tendency-towards-isotropy
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term. The reason for this nomenclature is that the term drops

from the equation for the energy u 'i 'u i by virtue of the incom-
,i

pressibility condition u • = 0 . Since the term appears in the
equation for each velocity 'l component's contribution to the total

turbulent kinetic energy but not in the equation for the total

energy itself, it must represent a rearrangement of the turbulent

kinetic energy between the various velocity components. The term

UlU, _ _2,'--I I_
_gmn( i _ = _v tUiUk) represents the diffusion of the corre-

lation u'u' by the action of viscosity Finally, the last term
i k

on the right is called the dissipation term. It is truly dissi-

pative for the energy components of the term u'u' but is notik

necessarily always uncorrelative in actual flows for the off-

diagonal components of the tensor.

In equation (13) there are four terms which contain unknowns
u.u . Thus, at this point if one wishes toother than u i and ' 'i k

solve the problem posed by equations (3), (6), and (13), one must

have some method for closing the system of equations by making

four assumptions about the unknown ..... in .....___on (13) °_ _ _
express these terms in terms of what is already known. Both

Glushko and Bradshaw, et al, reduce the number of assumptions that

have to be made in regard to equation (13) by working with the

equation for u 'i ' ' u' '
u i so that the term P ( i,k + Uk, i) disappears.

Nevertheless, each investigator is required to make an additional

assumption in regard to the off-diagonal term _ which is left
in an essentially parallel shear flow.

Before examining the methods proposed by Glushko and Bradshaw,

et al, it will be instructive to write out in detail the equations

of the turbulent energies and the shear stress for a boundary

layer-like flow. We find with coordinates (x,y,z) and velocities

(u,v,0) and (u' ,v' ,w')

D ,u l
_(u ) _ ,b{ 2pu,u,bU

2pu'v by bx
_--('u' bu'
by v u') + 2p' bx

b2 bu' bu'
+ - (14)

bx i bx iby_

D , , ,'b_
p _-(v v ) : + 2pv'v b--x- p _(V'V'V') + 2p' byb"-v'v

- 2 _---( b2 ,v"""-Y bv' bv'
by p'v') +_--_Vby - 2m bx i bx i (15)
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D Wwl - _--(v'w'w')+ 2p' 5w'
P _y 5z

52 w' 5w' 5w'

+ _-_ w' - 2_ 5x i 5x i
(16)

2_( -u'v' )
9 Dt = pv'v'5_ ;5 ,(Su' 5v'_e _ _ (v'(-u'v'))- p _ + _-7-/

%

;5 ;52 , ,+ (_-_I + _ --d-u'v') + 2_ 5u 5v
5x i 5x i;sy_

(17)

Summing equations (14), (15), and (16), we obtain an equation for

the turbulent kinetic energy E

D , , ;5_
--E: - puv
Dt ;sy

, 5u 52E

(u'u - v'v') _-_ + g;sy2

u' '-p v' u +vv + w2
I _----w--_-'r" , vlau au ;sv 5v 5w' 5w'

-  tP- J+ +;sxi 5x i 5x i ;sxi

;5
IVV(p )

By

(18)

Equation (18) is the basic equation which forms the starting

point for the methods of both Glushko and Bradshaw, et al. _en

making use of equation (18), both the above-mentioned methods

neglect the second term on the right. Thereafter, the two methods

diverge in detail.

In the method of Glushko, the two diffusive terms, velocity
diffusion

;5

and pressure "diffusion"

_ I I 1 I I1

i UU +VV +W
V

2

are lumped into one diffusion term and modeled in the form
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P -S'j'y +
+. VIV I

2 (19)

where A is a length associated with the integral scale.

The dissipation is modeled as

Su' _u' 8v' 8v' 8w' 8w') E+ _x i + =\ _x i _x i _x i _x i _x i
(20)

where k is a dissipative length scale different from A In

Glushko's work, the two lengths are related by the expression

X 2 A 2
= (21)

,v'a + bR

where a and b are constants and R

defined by

R= p v'Z'A

is the Reynolds number

(22)

If equations (19) and (20) are substituted into equation (18)
after neglecting the second term on the right, all one needs to

compute a turbulent boundary layer is some assumption about the

shear stress -pu'v' . Glushko makes the assumption

T = - pu'v' = r)f(E,A) __i
By

(23)

and gives expressions for the form of f(E,A)
Reynolds number R .

as functions of the

We are not interested in the details of Glushko's method

here. We note only that five assumptions were necessary to
achieve a closed set of equations.

(a) Neglect of the term

(u'u' - v'v')

(b) An assumption concerning the velocity diffusion term

,(u,u,+v,v,+p _y v 2
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(c) An assumption concerning the pressure diffusion term

(d) An assumption concerning the dissipation

(e) Finally, an assumption concerning the nature of the
shear stress.

In the method of Bradshaw, Ferriss, and Atwell, the procedure

is somewhat different but the same types of assumptions are

necessary. Bradshaw, et al, assume that the turbulent stress is

given by

T = a12_ (24)

where a_ is a function of y/6 depending on the type of flow.

The energy equation, (18), is turned into an equation for the

stress T through the use of equation (24) and by modeling the

diffusive and dissipative terms in the equation in terms of the

stress T , a length L , and a function G(y/$) . The modeling
used is

I v'(u'u' + v'v' + w'w') = (Tmax T G (25)+7 7

and

(_u' _u' + _v' _v' + _w' ___wl) (T/_) 3/2_x_ _xi _xi _xi _xi _xi = L (26)

As was so in the case of Glushko's method, five assumptions

were necessary to obtain a closed set of equations for the calcu-
lation of turbulent shear layers. Although the assumptions made

by Bradshaw, et al, are different in detail from those made by

Glushko, the assumptions are, necessarily, of exactly the same

general nature, namely,

(a) Neglect of the term (u'u' - v'v') _u/_x ;

(b) An assumption concerning the velocity diffusion term;

(c) An assumption concerning the pressure diffusion term;

(d) An assumption concerning the dissipation;

(e) An assumption concerning the nature of the shear stress.

It has been demonstrated (ref. 7) that, with suitable

choices for the parameters which are free in the methods of Brad-

shaw, et al, and Glushko, both methods can be used to predict the
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character of reasonably well-behaved boundary layer-like flows.

It is the opinion of the authors of this paper that both methods

suffer from the same drawback, namel_ a lack of generality due to
the very restrictive nature of the assumption regarding the shear

stress. In the following section, we shall attempt to describe a

method which, while closely related to each of the methods just

described, does not suffer from this shortcoming.

THE METHOD OF INVARIANT MODELING

....................... _ _urbu_en_mn attempting to d_,elop _ _w _.h_ for computing _ .i

shear flows, it was the authors' purpose not only to try to put

forward a method that would remove the restrictive assumptions of

previous methods concerning the nature of the shear stress but

also to develop a method that might be useful for a wider class of

shear flows than the usual boundary layer-like flows. The start-

ing point for any such attempt is certainly equation (13).

However, depending on how general one wishes to make the result,

one can proceed in several ways from this equation. For example,

if one were interested only in boundary layer flows, one might

start with the set of equations given by equations (14) through

(17)• Because we w_sh to follow the dynamics of T = - pu'v'

itself (surely this is the most important quantity in the develop-

ment of the mean motion), we must keep equation (17). In this

equation, v'v' appears explicitly so we shall have to keep the

equation for this quantity, namely, (15). This equation for v'v'
does not have a true energy production term such as the term

- 2pu'v'(_[/_y) which occurs in the equation for u'u' Thus the
real contribution to the energy v--_ must come from the pressure

interaction terms 2p'(6v'/6y) and 2_(_T_-r)/_y . To get appro-

priate expres____sions for these terms, it will be necessary to keep
track of u'u' and w'w' through equations (14) and (16). We

are thus faced with the task of solving simultaneously the two

equations for the mean motion, namely_ momentum (eq. (3)) and

continuity (eq. (6)), and the four equations for u'u' , v'v' ,
, and u'v' namely, equations (14) through (17)

To accomplish a solution of these six equations, it is
necessary to model the unknown terms in equations (14) through

(17) in terms of known quantities. Here one might model each of

the various unknown terms that occur in these equations separately•

This is, in fact, what was done in reference 8. However, from the

point of view of generality as well as convenience, it is best not

to follow the above procedure when doing this modeling but instead

to work with the single equation for the tensor uiuk' ' , i.e.,

equation (13). We shall seek to model the unknown terms in this
equation in terms of the second-order correlation tensor u'u'

i k

itself and suitable scale lengths A and X so as to form a
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closed set of equations. Such a procedure appears to be the logi-

cal generalization of the methods of Glushko and Bradshaw, et al.

The procedure will only be valid for strongly sheared flows in

which the appropriatescales are defined by the scale of the mean
motion and the Reynolds number of the turbulence R (see eq. (22)).

To carry out the procedure outlined above requires only four

assumptions:

(a) A modeling of the velocity diffusion term;

(b) A modeling of the pressure diffusion term;

(c) A modeling of the dissipation term;

(d) A modeling of the tendency-towards-isotropy term.

In order to keep the method as general as possibl e , we shall

require that any model that is used must retain the tensor char-

acter of the original term so that the model will be meaningful in

any coordinate system.

Many models can be constructed. However, the number of moCe!s
which can be constructed that are of simple form, _hat depend only c

the two parametric lengths A and _ , and that have the required

sTnnmetries and other required physical properties is really not

very large. In what follows we will set forth one modeling _hat
has been selected for initial progra_,_ing ana is presently under

investigation. The model is no_ presente_ as that which is

_hough_ to be the ultimate choice. !b represents merely the

starting point for our investigation of the general method of

invariant moceling.

Specifically, the presently used modeling is one which ex-

presses the unknown terms, i.e., the pressure diffusion term, the

velocity diffusion term, the dissipation term, and the tendency-

towards-isotropy term, in terms of the second-order correlation

itself u'u' or operations on this tensor and two scales A and
i k

X which are indicative of two scales that may be defined for a

particular shear flow. We do not, at present, consider operations

on the length scales such as A i or k . ., ,ij

Modeling of the velocity diffusion term

In modeling the velocity diffusion term

I I

- p(u'Juiuk)'J

we must seek an expression for the mixed tensor

AJik _ u'Juiuk

(27)

(28)
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in terms of the correlation u'u' and the scalar A which we now
ik

associate with the integral scale of the turbulence and which we

will use as the scale appropriate for modeling the higher order

nonviscous terms. If we .seek a form for A_k such that the total

effect of the term - PAik,jJ will be a diffusion of the correla-

tion u'u' with a coefficient of this diffusion that depends on
ik i

the turbulence level u!u' we are led to an expression of the
form i '

AJik = - A u'mu 'ma J_(u_u_) _ + (u'Ju_),i + (u'Ju'i)
(29)

This expression has the right dimensions and represents a general
gradient-dependent flux of the correlation u!u,' whose magnitude

i K

is proportional to the square root of the turbulent energy. It

consists of three terms because of the symmetry requirements of

u'JuLu _ , namely,

u'S , ,= gSkg  'Julu (3o)uiut jt

Thus the total velocity diffusion term is modeled

'Ju'u'_ =
- p(u i k',j

P IA_/<'mum I gj_(u'u'_i kJ,_ + (u'Ju L),k + (u'Juk) il}, ,J (31)

Modeling of the tendency-towards-isotropy term

In modeling the tendency-towards-isotropy term

! l I

p (ui, k + uk, i) (32)

we seek an expression which will have dimensions pu 3 , symmetric

in i and k , which will represent a tendency for each velocity
component's contribution to the total turbulent energy to become

equal at a rate that depends on the turbulent energy level and is

inversely proportional to the scale of the turbulence. Such an

expression was given by Rotta in 1951 (ref. 9), and we wili, for

the present modeling, use this expression, namely,
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T 1/I IP ( i,k + uk,i) =

tm ! im T

p u um u u m

A ik 3
(33)

Modeling of the dissipation

In the present modeling, the dissipation is modeled in the

same general way as it is modeled in Glushko's work, namely,

_U' _U" U _U '
Inn i - K i k

_g _xm _xn- _ x2 (34)

Here we have obviously identified the scalar X with a dissipative

length scale. Following Glushko, we assume that the scales A

and X are related by the formula

_ A (35)
_/a + bR

where again a and b
number

are constants and

_u'%'p A
R = m

R is the Reynolds

(36)

Modeling the pressure diffusion term

At the present time, a final model for the pressure diffusion

term has not been settled upon. The invariant model chosen has

been one that treats this term as an extra gradient-dependent

diffusion term similar to that used for velocity diffusion. The

model chosen expresses the vector p'u_ as

, , /u,mu, A (u'_u_)
P Uk : - P m ,_ (37)

so that the total pressure diffusion term is modeled as
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/

'' 'u' =-[0 _/ 'mu'A(u'_u])_]i(P uk) i + (P i) k u
, m , ,

- _ ,/' u'mu_ A(u ") ; k (38)

Final equations

If the results presented above in equations (31), (33), (34),

and (38) are substituted into equation (13) and one uses equations

(3) and (6) for the mean flow, a closed system of equations for

computing turbulent shear flows is obtained. This set of equations

is displayed below for the sake of convenience.

_J. : o (39)
,J

P _+_u PuJui,j - _xi_p + (_Jm - pu'Ju'i ),j (40)

{u'u'] " ' ' 'Ju_ u pu'Ju ' -uiuk) = -pu . - •P _7 ' i k' + p_3( ,J 1,j .1 uk, j

+ P 'mum i ,uiuk),_+ (u ") k + ( uk),
,J

(EA_/u'm u' • j I A d _'mu _ _ }
• _ (u'_u_)

P m (u'_uz),_ ,k ' ,i
+

,m ,
p u u m , ,

+ A ik 3 uiuk

lU!
ui k

mn r_'' - 2_ (41)
+ _g _UiUk,,m n 12

In these equations,

_lJ = _(ui + Uj )"" ,j ,i
(42)
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and the scale parameter A is to be chosen in some fashion depen-

ding on the nature and scale of the mean velocity profile. The
dissipation scale X is chosen according to equation (35).

The above-noted system of equations is obviously an oversimp-

lification of turbulent flow. The general method of closure

should, however, for the proper modeling, be valid for those

strongly sheared flows for which the scale of the dominant fraction
of the turbulent kinetic energy is determined by the scale of the

mean velocity profile. The normal turbulent boundary layer is
such a flow. Hopefully, other flows of more complicated geometry,

such as a turbulent vortex, may also be found to fall in this

category. In this case, the proper equations for computing such
flows can be obtained from a general set of equations such as

those given above.

PRELIMINARY RESULTS FOR BOUNDARY LAYERS

For normal time-independent boundary layer flows with velo-

city components (u,vj0),(u',v',w') in a coordinate system

(x,y,z), equations (39) through (41) become, with q2 = _im--u._,

8G 8v
_-7 + By- o

(43)

D_ 8_. 8 (_ 8_ , ,)_"Ds 8x 8y _ pu v

>u'u' , , 8_ , , 8_ 8
- 2 p u u _ + p

P Ds 2pu v 8y 8x 8T

Dv 'v '
P

Ds

÷( )__ i°_ _ q2 --, , 82 -

' a 3 + sTT(U'

Iu)

u') - 2_
ulu I

X 2

- + 2pv'v' 8{ _ /72 8 (v' '87 + A 8T v )
/--

/2 ( 2 , ,) _2
+ £ vq q v v + b (v'v')

a 3 8y 2
- 2_

! !
V V

X2

(_)

(45)

(46)
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P

J

DW'W'

Ds

Dulv T

Ds

_2 W,W _

+ b _ (W'W') - 2_ X2

2vlv , ;gG.+ 3p ;9 q/_2 ;9 ,
v')

(47)

_2 , ,
_ £V u,v, + (u'v')- u v

A _--_ k 2

This set of equations has been programmed for simultaneous

solution on a digital computer. The scale function A can be

chosen an arbitrary function of y , the distance from the surface

on which the boundary layer is growing. The dissipation scale k

is computed by means of equation (35).

To compute a given boundary layer flow, an initial boundary

layer profile at some point in the flow (x = Xo) must be given

together with the distributions of u'u' , v'v' , w'w' , and
u'v' at this station. The pressure gradient on the surface, i.e.,

the mean velocity external to the boundary layer, must be given.

In general, we take u'u' = v'v' : w'w' = u'v' : 0 at y =

and at y = 0 . If the initial boundary layer chosen is laminar
but contains some small initial disturbance, say u'u' = v'v' :

Co(y ) , a kind of transition to a turbulent flow takes place. The
character of this turbulent boundary layer is independent of the
initial conditions which started the transition at sufficient

distances downstream from x = x o .

Calculations of turbulent boundary layers according to the

scheme outlined are presently under way, and attempts are being

made to refine the choice of the function A(y) and to determine

the best choices for the constants a and b which appear in the

expression for k .

The first calculations made with equations (43) through (48)

were made allowing the programmer to choose the functions A(y)

and k(y) independently. This enabled one to investigate the

effect of varying each of these parameters separately. Most of

these early runs were made selecting

k 2

A = klY 0 < y < _ll 6
k2

A = k2 6 k-T 6 < y <
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and

k4

X = k3y 0 ( y < _ 6

k4

k = kL_ 6 k--_ 6 < y < oo

As an example of the types of mean velocity and turbulence

profiles generated by the method just outlined, some typical
results obtained in the first phase of this study are presented.

The results shown are for one of the oversimplified choices of

and k that were first studied, namely,

A= 1.32y 0 < y < 0.056 6

A

and

A = o.o'F4-6

x= o.23 y

0.o56 6 < y <

0 < y < 0.056 6

k = 0.013 6 0.056 6 < y <

The profiles are plotted for this case at the position downstream

from x_ where the skin friction coefficient was that appropriate

to the _ocal Reynolds number (in this case, R 6 = PUe6/_ = 6x I0_).

The profiles shown are only indicative of the type of profiles

that the program develops, since no choice of k relative to A

which is not a function of' Reynolds number can achieve the proper

relationship between skin friction coefficient and Reynolds number

as the boundary layer growth is followed.

Figure I shows a typical mean velocity profile plotted in the
form of the law of the wall. The results are compared with both

the results of Clauser (ref. i0) and Coles (ref. II). Figure 2

shows the distribution of turbulent Reynolds stress through the

boundary layer. The calculated distribution is compared wi_h the

experimental results of Klebanoff obtained at R 6 = 8 x i0 _ (ref.

12). Figures 3, 4, and 5 show the distributions of

/,2 _ wV u , V , J/--_

that were calculated and also the experimental results obtained

by Klebanoff° The general agreement of the character of these
results with known experimental results is encouraging. It is the

authors' belief that through proper choice _f the scale function
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A and the relation between A and the dissipation length k ,
the known characteristics of turbulent boundary layers can be
closely approximated. At present, our efforts are directed to-
wards accomplishing this end with the simplest possible choice of
the function A . The first choice we have made and which is
presently under investigation is

k 2
A = klY 0 < y < _II $

k2
A = k26 k-y 6 ( y (

This choice for the function
X , namely,

A and the use of equation (35) for

A

_'a + bR

reduces the description of turbulent boundary layers to the choice
of the four constants k I , k2 , a, and b Whether or not this
can be accomplished is the substance of our current research
effort.

CONCLUSIONS

In this short progress report, we have outlined the basis for
a method of calculating turbulent shear flows that removes the
basic drawback of previous methods that make some strong assump-
tions on the nature of the turbulent shear stress. One particular
model of this general method, which has been called the method of
invariant modeling, has been chosen to illustrate the technique.
Some very preliminary results have been given which illustrate the
type of results given by the method, and the general thrust of our
research in the near fut_e has been indicated.
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Figure 2.- Distribution of turbulent
shear stress.
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HYPERSONIC TURBULENT BOUNDARY-LAYER MFASUREMENTS USING

AN ELECTRON BEAM*

J. E. Wallace

Cornell Aeronautical Laboratory, Inc.

SUMMARY

An experimental stud_ has been made of hypersonic, turbulent boundary layers

developed on a shock-tunnel nozzle wall at cold-wall conditions. The electron

beam fluorescence technique was used to obtain distributions of local mean

density and also density fluctuations across the boundary layer. In addition

to density, simultaneous measurements were made of boundary-layer pitot

pressure distributions and of wall heat transfer, skin friction, and static

pressure. Since the measured values of static pressure at the wall were

found to agree with free-stream static pressures, the measured densities are

exactly the inverse of static temperatures in the boundary layer. The

resulting profiles of static temperature inferred from the density measure-

ments are far below the values predicted by the classical Crocco integral
and its conventional modifications for turbulent flows.

Both the density measurements and the accompanying pitot pressure measurements

indicate peak fluctuations intensities quite close to the wall and an inflec-

tion in the fluctuation intensity in the mid-region of the boundary layer.

The direct measurements of skin friction and heat transfer on the nozzle wall

were ccmpared with the Spalding and Chi theory. Agreement is poor for skin

friction as a function of momentum thickness Reynolds number unless the

density data are ignored and the Crocco relation used in conjunction with

the pitot pressure profiles to obtain the botuudary-layer profiles, in which

case the data and Spalding and Chi theory are in good agreement.

Paper 8 is also available as Cornell Aeronautical Laboratory Technical

Report CAL No. AN-2]A2-Y-1, Aug. 1968.
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LIST OF SYMBOLS

c,
D
E

8

H
_4

r

_e
St

T

_F

8
%
P
0

Local skin friction coefficient,

Film density

Exposure

Spalding and Chi Factor, _ _t2 = _t[

Spalding and Chi Factor, _.._ _ = i _ex

Spalding and Chi Factor, _o _e0 "---- _9

Static enthalpy

Total enthalpy

Mach number

Power law exponent

Pressure

Pitot pressure

Heat transfer rate

Radial coordinate in nozzle; also recovery factor

Reynolds number

Stanton numb e r,

Temperature

Velocity

Coordinate normal to surface of nozzle wall

Ratio of specific heats

Boundary-layer thickness (based on pitot pressure profile)

Boundary- layer displacement thickne s s

Viscosity coefficient

Boundary-layer momentum thickness
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LIST OF SYMBOLS (Cont.)

P
O-

Density

Prandtl number

Skin friction

SUBSCRIPTS

O

AW

i
r"

5

oO

Reservoir conditions

Adiabatic wall condition

Incompressible, constant density case

Re core ry

Stagnation point (behind normal shock on pitot probes)

Wall

Freestream (inthese experiments, conditions computed

at the edge of the boundary layer from measured pitot

pressure)
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I. INTRODUCTION

Despite the considerable analytical and experimental work on com-

pressible turbulent boundary layers which has been performed in recent years,

a satisfactory and general description of turbulent flow is still lacking. The

basic complexity of turbulent flow has led those seeking to describe the com-

pressible case to hypothesize similarities between the compressible boundary

layer and the constant density boundary layer, where at least a larger body

of experimental measurements is available. Attempts to compare the theo-

retical work with compressible turbulent flow experiments have been limited

by the lack of data at cold wall conditions (low values of h /H ° , or largew

heat transfer to the wall), by the lack of direct measurements of skin friction,

and by incomplete experimental definition of the mean profiles and fluctuations

across the boundary layer in high-speed compressible flows. Furthermore,

the linear relation between total enthalpy and velocity required by the unit-

Prandtl-number Crocco relation has often been assumed but not thoroughly

checked for validity under the conditions of interest.

No attempt will be made here to review the numerous investigations

of compressible turbulent flow which have been made in recent years; however,

mention of some recent references for background is in order. The work by

Spalding and Chi I included a rather comprehensive review of current theoretical

methods as well as a new, semi-empirical theory. The transformation approach
3

developed by Coles 2 has been modified by Crocco and extended and applied by

Baronti and Libby 4. Extensions to compressible flow of Head's entrainment

theory 5 have been published by Standen 6 and Green 7, for example. Published

results of direct skin friction measurements for turbulent flow include those

reported by Neal 8 and Wallace 9.

Upon examination it will be found that all the theoretical and semi-

empirical approaches rely, for a relation between static temperature (or

density) and velocity in the boundary layer, upon the assumption of conser-

vation of energy in the mean values of h and u and of the Crocco relation
H- h_, __ _.

for unit Prandtl number, H,_-- /3w _oo , or a slight modification of
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it, e.g., replacement of the total enthalpy by an effective enthalpy (_r= _'r_ _4z"

where r is a recovery factor) or by addition of a weak quadratic term in

velocity. Discussions of these relationships are legion {Refs. 3, 10-14, for

example), but direct measurements of enough boundary layer quantities to

assess the relations assumed are relatively few (Refs. 15-19) and are limited

to a range of h /H between 0.5 and 1.0 (adiabatic wall). With the exception
w e

of the data reported in Ref. 17 static temperatures inferred from measurements

of total temperature and pitot pressure have been observed to agree with the

Crocco relation only for the adiabatic wall case and have otherwise been found

to be lower than predicted. This divergence appears, on the basis of the

limited data available, to become greater with larger freestream Mach numbers

and with decreasing values of h /H Viewed in terms of the total enthalpy
w e

profile, the summary of experimental results reported by Bertram and Neal Z0

indicates consistently lower values of total enthalpy in the turbulent boundary

layer than either the unit-Prandtl-number Crocco relation or its modifications.

The objective of the present investigation has been to obtain a full

complement of boundary layer measurements at low hypersonic, cold-wall

conditions for a determination of the boundary layer profiles and their relation-

ship to wall shear and heat transfer under these conditions. An electron beam

luminescence probe has been used to measure the density in the turbulent

boundary layer on a shock tunnel nozzle wall. In conjunction with measured

pitot pressures in the boundary layer the density measurements have been

used to compute the boundary layer profiles for the other thermodynamic and

gasdynamic variables, in order to compare them with the Crocco relation.

Simultaneous measurements of wall heat transfer and skin friction have also

been made.

259



II. TEST PROGRAM

lo. Test Configuration

The contoured expansion nozzle (nominal Mach number of 8) of the

Cornell Aeronautical Laboratory 48-Inch Hypersonic Shock Tunnel 21 was

instrumented to record skin friction, heat transfer, and pressure on the

nozzle wall and to record pitot pressure and static density in the nozzle-wall

boundary layer. A discussion of the design, operation and calibration of the

electron beam is included in the Appendix. Figure l is a photograph of the

instrumented nozzle wall in the vicinity of the station at which a 40 kV electron

beam was projected through an orifice in the nozzle wall. A graphite cup,

used to collect the beam current (approximately l milliampere), has been

removed in the view shown to avoid obscuring the wall instrumentation.

Hidden from view in Fig. 1 are the two stations instrumented with skin

friction, pressure, and heat transfer gages upstream from the electron

beam station. Figure 2 is a schematic drawing of the instrumentation arrange-

ment and the optics for viewing the electron beam luminescence. The optics

system, discussed further in the Appendix, was designed to obtain samples of

the beam luminescence at 13 points over the boundary layer thicknesses of 5

to 6 inches. A set of miniaturized pitot probes was used to obtain pitot pres-

sure data at iZ points within the boundary layer thickness.

_o Instrumentation

Z.I. Pitot Probes

The boundary-layer pitot pressure transducers used in this program

are described in Ref. 22. The basic transducer is i/8-inch in diameter with

an exposed diaphragm. Diaphragm deflections, in response to pressure

forces, are mechanically transmitted to a cantilever beam of piezoceramic

by means of a drive pin. To ensure dimensional stability of the transducer

in the presence of temperature gradients, the diaphragm, the drive pin, the

beam holder, and the case are fabricated from Invar, a material having a low
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coefficient of thermal expansion. The transducing beam consists of two layers

of Sonotite 101 piezoceramic which are cemented together, oppositely poled,

and series-connected electrically to achieve first order insensitivity to tem-

perature. A second transducing beam (unattached to the diaphragm) provides

an electrical signal that is used to achieve acceleration compensation. The

entire force-sensing system, comprising the diaphragm, transducing beams,

and holder constitutes a very small assembly which is placed at the probe tip

where bending stresses are low. Nominally two inches long, the probe case

is designed so that it may be extended to any desired length without disturbance

to the force-sensing system or the electronic components. The probe incor-

porates a field-effect transistor and other necessary circuit elements to act

as a cathode follower and preamplifier with a gain of approximately 2. Typical

sensitivity is 50 my/psi.

In the development of the pitot probe it was considered important to

devise thermal protection for the diaphragm and crystal elements to avoid

inducing false signals from temperature gradients in these materials. The

best mode of protection developed was that of a labyrinth-path cap, consisting

of an 0.035-inch diameter orifice in the outer cap, followed by a multiorifice

plate, which in turn was followed by another 0.035-inch diameter orifice plate

over the gage diaphragm. This configuration offered protection from con-

vective heating, from radiative heating, and from possible damage by particles

in the post-test flow. All but two of the twelve probes used in the present

tests were of the labyrinth-path cap configuration. On the remaining two, the

gage diaphragm was covered only by a thin layer (0.005 inch) of sheet rubber.

The apparent adequacy of the thermal protection provided by this covering

was attested by the good agreement between this configuration and the labyrinth-

path cap configuration when all probes were placed in the uniform core flow of

the nozzle. It was found that the dynamics of the signal fluctuations in the two

types of probes do not differ significantly, i.e., the labyrinth-path cap does not

seriously damp or mask the predominant oscillations in the flow impinging on

the probe.

2.2 Wall Instrumentation

Skin friction gages developed at Cornell Aeronautical Laboratory for
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shock tunnel measurements Z3 were used in the present program. A i/4-inch

diameter Invar sensing diaphragm is mounted flush with the instrumented

surface and has a gap of approximately 0. 010 inches around the diaphragm.

The diaphragm is supported on two lead-zirconium-titanate crystals that are

sensitive in a bending mode and insensitive in a compression mode. This

provides the necessary sensitivity to tangential loading and insures a minimum

response to normal loading. _A third crystal is mounted within the case and

loaded with a dummy mass to provide partial acceleration compensation. In

the nozzle-wall application, where large accelerations of the wall are produced

by the bursting of the shock tube diaphragm and by the reflection of the incident

shock at the throat station, it was necessary to supplement the internal accel-

eration compensation of the gage by using the output of accelerometers mounted

on the skin friction gage case to cancel the acceleration-induced signals in the

skin friction gage. The matching of accelerometer output with that of the skin

friction gage was accomplished on a shake table for three orthogonal axes.

The base of the transducer contains a field effect transistor and other circuit

elements that act as a cathode follower and preamplifier with a gain of approx-

imately 2. Typically, the sensitivity for this instrument is Z0 volts/psi.

Heat transfer and pressure instrumentation used in the present experi-

ments was that now conventional for shock tunnel measurements. The heat

24
transfer gages were thin-film platinum strips on a pyrex substrate. Pres-

25
sure gages on the nozzle wall were shock isolated by mounting the transducer

on a suspended mass and connecting the transducer with the orifice in the

nozzle wall by a short length of flexible tubing. The response time of the

pressure transducers, as well as that of the other transducers used, was

comparable to the flow establishment time.

3_ Test Conditions

_A summary of the test conditions for the experimental program is

provided as 'Fable i. Shock-tunnel reservoir enthalpy in the stagnated gas

behind the reflected shock was computed for equilibrium air using the measured

velocity of the incident shock. Reservoir pressure (behind the reflected shock)

was measured directly. Free-stream conditions in the test section were
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calculated assuming an equilibrium air expansion to the measured test section

pitot pressure. The narrow range in Reynolds number and total enthalpy

encompassed by the test conditions is attributable to the lower limits on total

enthalpy and reservoir pressure for which stable, fully developed nozzle

flows are available and to the upper limits in density set by the onset of col-

lision quenching of the electron beam-stimulated radiation and by spreading

of the electron beam at the higher densities. The upper limit on density

(2 Torr at room temperature or approximately 6 x 10 -6 slugs/ft 3) was ulti-

mately set by the requirement to protect the filament in the electron gun

chamber from pressures above 10 -5 Torr during calibration (see Appendix).

Precautions were taken to validate the choice of test conditions and of

the configuration of the test hardware. The expansion nozzle consisted of a

cylindrical throat of 0. 964-inch diameter with a one-inch radius transition to

a conical section with a 10. 5-degree half angle, followed by a contoured wall.

The wall contour is designed to cancel the expansion waves generated in the

throat and conical section and to yield nearly parallel flow at the exit.

Although the original nozzle had been cut off at 125 inches from the throat

(with a wall angle of 0. 76 degree at the exit), for the present experiments the

original design contour was continued with a contoured extension for approxi-

mately three feet. The nozzle station at which the primary instrumentation

was located was then 135 inches from the throat where the local wall angle is

0. 58 degree. The additional extended nozzle length was provided to minimize

end effects on the measurements. Because the nozzle had to be operated at

local Mach numbers slightly in excess of the design Mach number of 8 in order

to produce sufficiently low densities, the possibility of uncancelledwaves

reaching the test section had to be checked with measurements of pilot pres-

sure in the inviscid core. The required uniform flow at the test station is

attested by the shape of the radial profiles of pitot pressure shown in Fig. 3.

The boundary-layer pitot pressure measurements, made after the nozzle cal-

ibration measurements, join smoothly with the profiles in the inviscid core.

,The results shown are representative of the four test conditions used in the

program.
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The correspondence between the present nozzle-wall boundary layer
and that on a sharp flat plate may, of course, be influen'ced by the difference
between the nozzle flow history and the uniform flow over a flat plate or by

the small axial pressure gradient along the wall. However, any upstream

disturbances of the boundary layer by wave systems would be expected to be
rapidly diffused through the turbulent layer by turbulent mixing. In addition,
good agreement in surface measurements has been found9 in comparisons

between sharp plate data and nozzle wall data obtained with the same nozzle

as the present measurements, with the exception of the nozzle extension.

Wall pressures measured at three stations indicated a very small

axial pressure gradient as shown in Fig. 4. The absence of any significant

normal pressure gradients is indicated by a comparison of these values of

measured static pressure at the wall with the free-stream static pressure

computed from measured pitot pressure (Fig. 41, which reveals good agree-

ment between the measured and computed static pressures and which also

suggests that the nozzle expansion is isentropic (free of shocksl. For ref-

erence purposes, Fig. 4 also includes the values of skin friction and heat

transfer measured on the nozzle wall.

The assurance that the boundary-layer flow was turbulent in the instru-

mented region of the nozzle wall lies in the boundary layer profiles and the

wall measurements themselves. However, itcan be noted that in a shock

tunnel test program with reservoir conditions comparable to the present ones,

Burke 26 found that the throat Reynolds numbers were high enough to achieve

transition to turbulent flow in the throat region. Furthermore, the Reynolds

numbers based on local conditions and nozzle length were relatively high --

in the range of l x 106 to 3 x 106.

Several possible types of interference were evaluated. Possible inter-

ference between the pitot probes and the wall instrumentation was assessed

by operating the shock tunnel at a given condition with and without the pitot

probe rake in position. No perceptible difference in measured pressure, heat

transfer, or skin friction was observed. Possible wall interference with the

pitot probe measurement closest to the wall was minimized by placing the

lower edge of that probe just above the subsonic portion of the boundary layer.
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The possibility of disturbances in the wall measurements from the viewing-

optics port was explored by making identical shock tunnel runs with the view-

ing-optics port open and with it closed by a cover contoured to the nozzle wall

geometry. No differences in wall data were observed.

Finally, a check was made of the background radiation by recording

the light received by the photomultiplier during a shock tunnel run with the

electron beam turned off. The received light was completely negligible com-

pared with the light levels recorded during runs with the electron beam on.
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III. EXPERIMENTAL RESULTS

I. Measured Boundary Layer Profiles

Typical shock tunnel records of the density measurements obtained in

the nozzle-wall boundary layer are shown in Fig. 5. The oscilloscope pictures

of the beam fluorescence are of particular interest because of the details

revealed in the signal dynamics. The magnitude of the fluctuations in the

photomultiplier output is seen to vary from very small fluctuations near the

wall to large fluctuations in the interior of the boundary layer and back to

very small fluctuations as the free-stream core flow is approached. The

consistent variation in the relative amplitude of the fluctuations and the degree

of correlation of the details of the signal dynamics for adjacent points along

the beam suggest that the fluctuations seen are real variations in the local

light intensity; hence, these fluctuations presumably represent real variations

in density within the gas volume viewed by the optics systems (see Appendix).

This feature of the records suggests that detailed measurements of the turbu-

lence-induced fluctuations would be feasible and could yield information on

the turbulence structure in compressible turbulent boundary layers.

For present purposes a simple analysis of the oscilloscope records

has been made to determine the root-mean-square value of the fluctuations

from the mean density level during the first four milliseconds of quasi-

steady flow. In view of the small degree of nonlinearity in the relationship

between the photomultiplier output and the gas density (see Appendix), the

fluctuations in the photomultiplier signal are taken to represent density

fluctuations. Barred symbols will be used to indicate average values; symbols

The digitizing of the analog data and computing of the RMS values of the

fluctuations were performed at the NASA Langley Research Center under

the supervision of Messrs. Ivan E. Beckwith and William D. Harvey.

Each analog record was digitized at 100 points per millisecond of record

over a period of four milliseconds.
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-with a prime will be used to indicate the flucutuating component. Figure 6 is

a summary plot of the variation across the boundary layer in the intensity of

density fluctuations, defined as the ratio of the root-mean-square of the

fluctuations to the local mean value, _ _)'//_ The peak fluctuation intensity

occurs near the wall (_/_. _-0,05"), as had been previously inferred in other
27, 2.8

investigations of turbulent boundary layers , but without direct measure-

ments of density. A curious phenomenon is observed in the present data,

however, in the form of an inflection at approximately O,Z _ _//_ ._ 0.5"

in the curve of fluctuation intensities. This behavior would doubtless have

been attributed to random scatter and brushed aside had it not been for a

similar occurrence in the variation of both the density and the pitot pressure

fluctuation intensities.

Samples of the pitot pressure records are included in Fig. 7. These

indicate that the pitot-pressure fluctuations are much larger in relative mag-

nitude than the density fluctuations. (The apparent "stepped" character of

the pitot pressure records is caused by the data recording system used to

obtain the pitot data. This system samples a given signal every 50 micro-

seconds, stores it on a drum during the run, and after the run displays the

signal on a strip-chart recorder. ) Once again it is observed that the largest

fluctuations occur in the boundary layer relatively close to the wall and

diminish toward the edge of the boundary layer. However, the inflection

point is again observed when the RMS value of the fluctuations from the

mean in pitot pressure is computed and plotted against boundary layer posi-

tion as in Fig. 8. Whether this phenomenon is, in fact, a general character-

istic of compressible turbulent boundary layers at coldwall conditions remains

for further investigation.

In Fig. 9 the mean values of density inferred from the electron beam

measurements are presented. Densities in the interior of the boundary layer

are normalized by the values at the edge of the boundary layer. Edge values

of density were obtained by extrapolation to the boundary-layer edge obtained

from the pitot pressure profiles. (The determination of the location of the

boundary layer edge was based on subjectively identifying the point on the

pitot pressure profiles at wh.ich the freestream pitot pressure was reached.
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Simultaneous changes in Mach number, Reynolds number and total temperature
produced approximately the same thickness, 5.9 inches, for the last two test

conditions. } Points shown at the wall represent the wall density as computed

from the freestream static pressure and the pre-run wall temperature (nomi-
nally 525 "K). Test durations are so short that there is no significant rise in
the nozzle wall temperature during the test period. Data points for the first
condition shown represent the average of data from two shock tunnel runs.

Because of apparently spurious records, three of the photomultiplier
channels were discarded. The remaining data scatter was such that a point-

to-point following of the data did not seem realistic; consequently, the smooth
curves shown faired through the data in Fig. 9 were used in the further cal-

culations of boundary layer profiles. A more exact following of the density
data points would not alter the qualitative observations made later with regard
to temperature and velocity profiles. It is noted, however, that there is a

possible inflection in the mean density profiles in the same region of the

boundary layer at which inflections are observed in the profiles of the fluc-

tuation intensity for both density and pitot pressure.

Pitot pressure profiles are presented in Fig. 10. The plotted points

represent averages from four runs at the first test condition and from two

runs at the third test condition. The free-stream static pressure was used to

obtain points at the wall. The present nozzle boundary-layer profiles are

seen to be qualitatively similar to profiles obtained 19 on an entirely different

geometry -- a hollow cylinder.

2. Computed Boundary Layer Profiles

Using the measured density and pitot pressure results, profiles of

temperature, velocity and total enthalpyhave been computed and are pre-

sentedin Figs. ll, 12 and 13. Since the measured wall static pressure is

in good agreement with the free-stream static pressure computed from

,measuredpitot pressure, the assumption of constant pressure across the

boundary layer is justified. For an ideal gas the equation of state then yields

7-/'7-== -- _ //_ , where the density ratio is taken from the faired

269



curves in Fig. 9.

The velocity ratio, L(/b_0o, is obtained by using the measured pilot

pressure and density profiles. Denoting conditions at the stagnation point

on the pitot probe by subscript, "s", conditions behind the standing normal

shock by subscript "l" (all probes were in the supersonic portion of the

boundary layer), and conditions ahead of the normal shock with no subscript,

the normal shock relations

and

z _-(:44_-1)

_-/-I
(1)

_ 2_ d.t
_"- I 4- -- (z)

are substituted in the incompressible-flow Bernoulli equation for the subsonic

region behind the shock

to obtain

"-- (4)

/ T-I /.. t /Vl2

The term with local Mach number in this expression is a small correction

except for the low supersonic region. Values for local Mach number were

first obtained from the ideal gas NACA tables as a function of in

=the boundary layer, then revised from /_It_ in cases

near the wall where iteration was necessary. The resulting velocity profiles

are presented in Fig. ll. For purposes of comparison, power law profiles of

_/_ _(_/_)nareshown_urbulentboundarylayervelocityprofilesare
usually associated with small values of n , typically n = 1/7 to ]/10. However,

it is clear that the present results agree best with larger values of n ,
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typically n = 1/3. It should be noted that more conventional velocity profiles
result if, as shown in Fig. 11 for the 1. 85 x 105/ft unit Reynolds number

case, the measured density is ignored and the velocity profile computed from
/4- kw

the measured pitot pressure and the Crocco energy relation ---

This approach was necessary in previous studies 9 of turbulent boundary layers

at higher Reynolds numbers, when pitot pressure was the only variable meas-

ured directly. The results of such a computation are shown only for one test

condition; but the resulting profile does indicate that the boundary layer under

study would be adjudged typically turbulent in view of its favorable comparison

with the 1/10th power law profile.

A presentation of the static temperature ratio, T/T , (inverse of

density ratio) versus computed velocity in Fig. 12 clearly indicates the diver-

gence of the present measurements from the temperature profile predicted

by the Crocco relation (in conjunction with the energy equation)

Z

(5)

Profiles of total enthalpy as a function of velocity are presented in

Fig. 13. These further illustrate the divergence from the Crocco relation.

The cross-hatched area on Fig. 13 represents a summary 20 of previous

data obtained from experimental pitot pressure and total temperature meas-

urements, which are substantially in agreement with the present results.

Purelyas an empiricism' acurve f°r _-_-_ ('_--_)"z'L.J.,h.., = is drawn in Fig. 13

and is seen to describe much more ade4u_te]" _the experimental results than

the classical, linear Crocco relation. Other more rational, but less suc-

cessful, modifications of the Crocco relation are discussed in Ref. 9. It is

noted in both Fig. 12 and Fig. 13 that, within the limited range of unit Reyn-

olds numbers developed, the divergence of the experimental results from the

Crocco theory appears to increase with increasing Reynolds number. However,

the same trend is observed with higher ratios of h /H_o, despite the fact that
W

in the adiabatic wall case (hw/H _= l) agreement with the Crocco relation is

known to be good. The apparent trends with Reynolds number and wall cooling

may thus be within the experimental error.
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3. Profile Integrations

Appropriate integrations have been performed to obtain the usual

boundary-layer profile parameters, displacement thickness ahd momentum

thickness. The axisymmetric forms of the expressions for displacement

and momentum thicknesses 9 have been Used, because the boundary layer

thickness is roughly half the nozzle radius. Density and velocity values from

the experimental data have been substituted in

[,- - I6. _ I- If- 2_ 2 (_-_- r,_/ aj (6)

and

e

s

.....

s/'rw

(7)

where r denotes the local radius (ll. 63 inches} of the nozzle. For purposes
W

of comparison with results based only on pitot pressure data, the first case

has also been computed using the velocity and density obtained from the meas-

ured pitot pressure plus the Crocco relation. These results are shown in

parentheses and are found to compare favorably with previous data 9. The

complete results from the present experiments are tabulated in Table 2.

Values have been grouped for the repeat conditions listed in the test condi-

tions, Table i.

Tab1 e 2

BOUNDARY LAYER THICKNESS

To(°R) M_o

3560 8.82

5810 8.24

3790 8.62

2920 8.89

Re= /ft c_/_ _/o _ c_/8

1,85 x I05

1.53 x 105

1.10 x 105

2,12 x 105

0.335(0.279)

0.319

O. 357

0.329

0.0778(0.0213)

0.0890

0.0688

0,0873

_.3o5(131)

3.59

5.19

3.77

272



The only further use made of these results in the present work is in the

comparison of measured values of skin friction with sl_ear laws based on

momentum thickness Reynolds numbers.

4. Wall Data

In the present results the measurements of heat transfer and skin

friction on the wall are used primarily as a verification that the nozzle

boundary layer is turbulent. On the basis of its successful application in

the author's previous studies 9 the compressible turbulent boundary layer

theory of Spalding and Chi 1 has been relied upon for purposes of comparison.

It should be noted, however, that in the development of the Spalding and Chi

theory the mixing-length related parameter, F , was computed using ac

slightly modified Crocco relation, as noted in Ref. 9. It has been shown

that the experimental results differ significantly from the Crocco relation.

When the Spalding and Chi theory is applied to the present heat transfer and

skin friction data, the resulting comparison, as shown in Fig. 14, yields

results comparable to those reported previously 9 for higher unit Reynolds

number flows with the same basic experimental set-up as the present one

(excepting the nozzle extension). (Two heat transfer curves are shown -

one for the unit Prandtl number Reynolds analogy, _ = C_ , and one for

the Colburn modification of Reynolds analogy, _2_" =(_/J (-_ . ) Thus, despite

the low unit Reynolds numbers required in the present experiments to remain

within the operating range of the electron beam, the flow is still a turbulent

one.

For the case in which the Crocco relation was used in conjunction

with measured pitot pressures to obtain profiles for the momentum thickness

integration, the resulting momentum thickness Reynolds number was used to

compare the experimental value of the skin friction coefficient with Spalding

and Chi theory. The resulting data point is less than ten per cent above the

Spalding and Chi theory, as had been the case for the nozzle measurements

reported previously 9. This comparison is consistent with the way in which

Spalding and Chi developed their theory. However, when the density profiles

from the present experiments are used to calculate'the value of the coefficient

2?3



for Cf,
-Z

- kS ]

the value for F becomes i. 72 compared to the Spalding and Chi value of
C

3. 62. Since the F value is involved in the Spalding and Chi error minimi-
c

zation used in choosing the momentum thickness Reynolds number coefficient,

FRo , it is not possible to locate within the Spalding and Chi results a value

of FR@ consistent with the values of Fc and R@ taken directly from the

present experiments. Thus, as a prediction method the Spalding and Chi

formulation is internally consistent and provides consistently good predictions.

But as an actual description of the relationship between compressible, cold-

wall turbulent boundary layers and the constant density turbulent boundary

layer, the Spalding and Chi formulation fails to incorporate the apparent dis-

crepancies observed here between the Crocco relation and measurements

obtained at cold wall conditions.
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IV. CONCLUSIONS

It has been demonstrated in a series of measurements with an electron

beam probe in the boundary layer of a shock-tunnel nozzle wall that direct

measurements of densities and density fluctuations can be obtained in a

turbulent boundary layer. Both the density measurements and accompanying

pitot pressure measurements indicate peak fluctuation intensities quite near

the wail.

The direct measurement of boundary layer density in the present

experiments_ in conjunction with measured pitot pressures_ has confirmed

the substantial deviation from the simple Grocco energy relation of actual

turbulent hypersonic turbulent boundary layers at cold wall conditions. The

degree of deviation in temperature and total enthalpy from the Crocco relation

has marked effects upon the integrated boundary layer thicknesses. As a

result the attempted comparison with the Spalding and Chi theory failed_

except when the Grocco relation was invoked instead of using the measured

density.
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APPENDIX

ELECTRON-BEAM DENSITY PROBE

I. Electron-Beam Density Probe

The electron-beam density-probe technique is based on the stimulation

of emission from a gas by collisional excitation using a beam of energetic

electrons (energies usually greater than I0 kV). Inelastic collisions between

the gaseous molecules and the beam electrons result in the production of

electronically excited molecules or molecular ions and the subsequent

radiative transition to the electronic ground state of the molecule or ion,

which produces a gaseous fluorescence coincident with the electron beam.

If the radiative transition is unaffected by gas-kinetic collisions, the local

emitted intensity is directly proportional to the local gas number density

of molecules (such other conditions as beam current and beam voltage held

constant). With the fluorescent light yield detected at a number of points

along the beam with photomultipliers and with the beam continuously in

operation during the test event, spatially and temporally resolved measure-

ments can be made.

To achieve a luminescence which is linear with the number density of

molecules, one desires that the particular emission to be used result from a

direct excitation-emission sequence and that the excited state involved in the

transition be reached by direct excitation from the ground state of the neutral

molecule. In the case of nitrogen, which has been studied extensively in

the application of the electron beam probe to number density and temperature

measurements in gas flows, the most prominent system excited is the first

N+2 with spectral emission located approximately in thenegative system of

3800 2k to 4300 /_ band. Investigations have been conducted at Cornell
3O

Aeronautical Laboratory using both nitrogen and air. The present study

used air exclusively as the test gas. The mean lifetime of the excited state

of N+Z is only about 6 x 10 -8 sec., so that the extent to which the flow

carries radiating molecules away from the region viewed (that is, the region
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of initial excitation by the beam) is negligibly small. The spatial resolution

is limited only by the beam diameter and length of beam selected for

observation.

In addition to the inelastic collisions, elastic collisions between

molecules and beam electrons can occur; these elastic collisions contribute

primarily to scattering of the electron beam which causes a spreading of

the light emanating from the region of the beam (See Figure 15). Scattering

increases with number density and causes a loss of spatial resolution in

density measurements, since it is necessary to observe the total emission.

A measure of control over scattering is possible by increasing the beam

accelerating voltage, since electron-neutral collision cross sections

decrease with increasing electron energy. However, a reduction in

emission intensity (for a given beam current) also occurs due to the

concurrent reduc_on in the number of inelastic collisions. Muntz 31 has

pointed out that the improvements resulting from the use of beam energies

exceeding 50 kV to counteract beam spreading are small, especially in

view of the rapidly increasing cost and complexity of operating equipment

above that voltage level and the increased radiation (X-ray)hazards to

operating personnel. The present beam was operated at 40 kV.

The measurement of molecular number density is conceptually simple.

Emission intensity is measured from the full width and some arbitrary

length of the beam together witha simultaneous measurement of beam current.

Since emission intensity is directly proportional to beam cu_rent_ accurate

measurement of current is of fundamental importance, and corrections for any

variation in beam current during the test interval are necessary. In addition,

the sensing optics must accommodate the full beam width; this consideration

is especially important if accurate density measurements are to be obtained

in the presence of appreciable beam spreading. The length of beam

observed will generally be determined a compromise between need to achieve

satisfactory signal-to-noise ratios in the optical sensors at low densities

and the requirements of spatial resolution.

For nitrogen densities equivalent to room temperature pressures of
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less than about 500 microns Hg, emission intensity is directly proportional

to number density. With i_creasing density, collisional de-excitation

(quenching) becomes important and the linear relation between density and

emission intensity is lost, as is ultimately the sensitivity of emission

intensity to changes in density.

Z. Equipment

For a schematic drawing of the electron beam installation used in the

present program_ reference is again made to Figure Z. The 40 kV electron

beam was projected through the nozzle wall and collected in a graphite cup.

The electron gun is an air-cooled, grid-controlled, electrostatically

focused RCA J1694 unit with a directly heated tungsten cathode. The

electron gun control unit and power supply is an RCA Vx2207 unit. The

electron beam is projected through a series of orifices (apertures) to

generate a collimated beam of electrons. The orifices serve both to collimate

the beam and to isolate the beam generating apparatus into a series of chambers

that are differentially pumped to provide the necessary pressure buffering

between the high vacuum required for the electron gun and the higher pressure

of the shock tunnel test section.

The upper limit in density was ultimately set by the maximum

pressure buildup allowable in the electron gun chamber, viz. 10 -5 Tort

It was found during calibration that a final orifice diameter of 0.028 inch had

to be used in the drift tube for the gun chamber pressure to remain within

this limit for test section pressures up to Z Tort This orifice size

limited the beam current during calibration to 200 microamps. For shock

tunnel runs the gun chamber was isolated from the test section pressure

after the useful test period by closing a pneumatically-operated ball valve.

This arrangement permitted the use of a larger diameter 0. 060 inch for the

final orifice in the drift tube, which in turn yielded a beam current of one

milliampere for the shock tunnel runs.

To avoid a small ac ripple in the beam current, the filament heater

circuit was opened by a trigger from the shock tube just prior to shock

282



tunnel flow in the nozzle. The filament thus operated during the run entirely

on thermal inertia. Steadiness of the current during the test time was checked

by observing the current aft@r filament shut-off without flow in the nozzle. The

current would continue for the four to six millisecond period typical of shock

tunnel test time at a steady level within three to five percent of the pre-shut-off

level. In addition, the scattered current collected on the interior of the end of

the drift tube was monitored during shock tunnel operation and was found to

remain steady.

Since the shock-tunnel test section is evacuated to a pressure of a few

microns of mercury prior to the test, it was considered important toavoid

suction of the boundary layer through the orifice provided for the beam in the

nozzle wall. To minimize this potential disturbance in the boundary layer

being traversed by the electron beam, a series of relief holes were incorpo-

rated in the nozzle wall just downstream from the electron beam orifice.

These were designed to allow rapid filling (within one millisecond) of a small,

enclosed volume surrounding the path of the beam between the end of the

electron beam drift tube and the orifice in the nozzle wall.

The electron beam fluorescence was viewed through a port cut into the

nozzle wall such that the edge of the port closest to the beam was approximately

nine inches from the beam (or one-eighth of the nozzle circumference). Although

this arrangement set the axis of the viewing optics system at 20 degrees away

from normal to the beam, it was adopted to avoid possible disturbances in the

instrumented region of the wall and of the boundary layer. The option of using

a viewing system with an axis normal to the beam, but looking upstream, was

discarded because of potential errors which could be produced by radiation

from the hot gas in the nozzle throat or from the shock system which would

have formed over the viewing optics hardware.

The image of the electron beam fluorescence was formed at a distance

of 39 inches from the beam with a one-to-one optical system using a pair of

3. 1-inch diameter f/6. 3, coated, achromatic lenses. The luminescence at

points along the beam image was picked up by fiber optics (light guide)

bundles and transmitted through them to conventional photomultipliers.

Six points close to the nozzle wall (within I. 2 inches) were viewed with
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fiber optics bundles six inches in length and having a rectangular end at the

beam image 0.1 inch along the beam and 0.125 inch across the beam. Seven

additional points over the range 1.8 to 5.85 inches from the wall were

viewed with one-foot long bundles having a rectangular cross section 0. l inch

(along the beam) by 0.475 inch. The fiber optics bundles, supplied by

American Optical, were circular at the end connected to the photomultipliers.
o

Glass filters (Corning No. 5-58), having peak transmission at 4100 A and

dropping to ten percent of peak transmission at 3600 and 4600 A, were placed

between the light guide ends and the photomultiplier cathode to select radiation

primarily from the 0,0 and 0, l bands of the N2+ first negative system (with

band heads centered at 3914 and 4278 oA, respectively). 32 The peak spectral

response of the photomultiplier units (Dumont 6467 with an Sll cathode)
o

occurs at 4400 A. The fiber optics bundles are known to have reduced

transmittance in the blue region of the spectrum (dropping sharply for wavelengths
o

below 4000 A), but the units used were not specifically calibrated to measure

the transmission efficiency. It is simply assumed that the effect is

consistent_independent of possible temperature effects on the intensity

distribution_within each of the bands and is therefore adequately

incorporated in the beam calibration, especially since the temperatures

encountered in the test program were comparable to the calibration

temperature.

3. Beam Calibration

The use of electron-beam-induced luminescence to infer gas density

requires that the relationship between total received light, beam current,

and density be known. In its present application the entire electron beam

system, including viewing optics, was calibrated with dry air as the test

gas over the range 0.18 (Torr) to 2. 15 Torr at room temperature

(0.55 to 6.6 x 10 -6 slugs/ft 3 in density). The accelerating potential for the

electron beam was held constant at 40 kV.

Collection of the beam current presented something of a challenge.

Although the portion of the beam intended for use was the segment within

six inches of the shock tunnel nozzle wall, earlier experience with the
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electron beam system had shown that the glow around a current collection

cup could interfere with the measurement of beam luminescence at points

along the beam which are too close to the current cup. Consequently, in the

present program -- both for calibration and during the shock tunnel runs --

the current collection cup was located at 13.65 inches from the nozzle wall,

near the axis of the nozzle. The cup, sketched in Figure 2, was made

from graphite stock. To take into account the spreading of the electron

beam encountered in the density range of the present program, a device

was installed in the tunnel during calibration to permit a current cup to be

extended to intercept the beam at the wall (close to the orifice in the nozzle

wall) and then to be retracted to permit measurement of the current

collected by the remote current cup. In this way a calibration of the total

beam current and of the current scattered outside the remote, one-inch

diameter cup could be made as a function of the gas density, as shown in

Figure 16.

In the actual shock tunnel runs the test section was evacuated prior to

the run to a pressure of less than 5 microns of mercury. In this case the

beam spreading is negligible, and the total beam current is collected by the

remote collection cup. During the shock tunnel run the beam traverses gas

at the freestream core density over most of its path and, therefore, spreads

such that a smaller, but steady, current is collected during the run. The

ratio of the current collected during the run to the pre-flow current is also

shown in Figure 16 as a function of the gas density in the freestream core.

It can be seen that the current loss is somewhat greater in the flowing case

despite the fact that, for the present test conditions, the gas densities in the

boundary layer were lower than the density in the nozzle core. The effect

of density changes is seen to produce similar changes in collected current

for both the static calibration and the measurements with gas flow. In the

present experiments the primary current measurement during static

calibration was made by using the remote one-inch cup (at 13.65 inches from

the wall). At each level of air density in the static calibration the output

voltage of the photomultiplier for each viewing channel was normalized by

the total beam current inferred from the measured cup current and Figure 16.

285



The lower curve was used because it yielded better agreement between the

density calibration curve (Figure 17) and the absolute value of freestream

density during the tests. The relative variation in density across the

boundary layer is unaffected by the choice of curves from Figure 16, since

the two curves are in a constant ratio.

Figure 17 is a typical calibration curve for air with one of the two

outermost viewing channels. Some nonlinearity is noted over the entire

range of the calibration_ but not enough to affect resolution of density

variations at the upper range.

Although the primary objective of the shock tunnel tests was the

observation of the relative variation in density across the boundary layer_ it

is of interest to note the accuracy of the absolute value of density as inferred

from the light received from a point in the freestream. The experimental

output for the photomultiplier whose static calibration is shown in Figure 17

was divided by the indicated pre-flow current and entered on Figure 17 at the

value of freestream density computed from the measured freestream pitot

pressure for each of the shock tunnel runs. The points at densities of

approximately 6 x 10 -6 slugs/ft 3 lie slightly below the static calibration_

while the single point at 3 x 10 -6 slugs/ft 3 is slightly higher than the

calibration curve. Although the source of the observed differences is not

known_ beam spreading_ as considered in the following discussion_ is not

believed to be responsible.

4. Beam Profiles

A primary concern in applying the electron beam to the measurement

of density is that of accounting correctly for the total light generated at a

given station along the beam and of including the full beam current which

produces the beam luminescence. One method of assessing beam character-

istics is that of interpreting photographs of the beam luminescence. Photo-

graphs taken of the beam at two pressures (0.82 and 1.6 Torr) have been

analyzed to determine the distribution of light intensity at several stations

along the beam. A print of the photograph taken at 0.85 Torr is included

as Figure 15. The spot seen at one end of the beam is associated with the
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exposed end of the drift tube and apparently results from scattering through
the final orificefwhich is 0.060 inch in thickness. During shock tunnel runs
a cover plate with a relatively large hole (0.15 inch diameter) for the beam

was in place, as seen in the configuration photograph, Figure 1, and
screened the spot from the view of the optics. The negatives of the two

photographs were scanned on a microdensitometer with an effective viewing
rectangle Z0 microns wide (across the beam) and 0.115 inch long (along the

beam) in the actual scale of the experiment. A film calibration of the Royal

Pan film with an exposure step table indicated that except for very low

exposures the dependence of film density, D_ on exposure, E, is /_D =Alog E.

Since exposure is the product of light intensity and time and since the exposure

time is constant for a given photograph, the change in film density is there-

fore equal to the change in the logarithm of the local light intensity.

Several important characteristics of the beam could be inferred from

the film scans, samples of which are shown in Figure 18. Light intensity

as calculated from film density is shown on the ordinate in Figure 18; the

abscissa represents the actual scale of the cylindrical radius from the

center of the beam. The decrease in peak intensity and the spreading of

the profile along the beam as a result of beam spreading are clearly shown.

_t each station three beam characteristics were determined:

I) total light {found by integrating the total area under the intensity

vs. radial distance plot).

2) integrated light within the width viewed by the fiber optics at

each station

3) the half intensity width_ Wl/2 (width at which the light intensity

is half the peak intensity at that station).

The results of these measurements are shown in Figure 19. At the top of

the figure is shown the ratio of the integrated total light at a given position

along the beam to the integrated total light at the wall (actually 0.2 inch

_rom the wall position when the cover plate is in place). Within the reading

and integration error, there is not significant attenuation in total light (or

total beam current) along the 5 i/2 inches of the beam photographed. The
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indicated increase in (total light)/(total light at wall) with distance along the

beam for the 1.6 Tort case is unrealistic and is believed to be a result of

reading and integration errors involved in reading the photographs. In the

lower curves at the top of the figure the fraction of total light found to be

within the viewing width of the fiber optics bundles seems alarmingly low

because it falls in the range of 50 to 70 percent of the total light. However,

closer inspection reveals two important characteristics, viz., that the

fraction of light viewed changes little with either distance along the beam

or pressure (density) level, both of which should have an effect on

spreading the beam. It should be noted here that the photographs from

which these measurements were made were obtained with an unfiltered

system, that is, with a conventional camera viewing the beam through a
+

clear glass plate. Radiation from systems other than the N Z first negative

may therefore have been included in the photograph although excluded in the

actual filtered optics system used in calibration and test. For example,

there exists some evidence 33 that excitation and radiation of neutral N Z

molecule is mainly produced by low-energy secondary electrons and

might, therefore, produce a wider profile than the N 2 radiation. The test

data were therefore reduced without any attempt to account for "missed

light" in either calibration or test. This approach seems to be validated

by the fact that the boundary layer density determined in this way shows no

step change at the adjacent points in the boundary layer (at 1.3 inches from

the wall) viewed by adjacent optics channels with viewing widths of 0. iZ5

inch and 0.475 inch, respectively.

Finally, Figure 19 also presents the readings of the half-intensity

widths as a function of distance along the beam. The fiber optics widths are

shown by solid lines. It is interesting to note that the beam remains effectively

focused for the first inch or two after it passes through the nozzle wall, then

begins to spread rapidly. Probably more by coincidence than by actual

duplication, the beam spreading in the outer portion of the beam follows very
33

well the empirical correlation of beam spreading reported by Camac. The

effect of gas density on beam spreading seems to be slightly greater in the

present measurements, however, than in the Camac correlation. The primary
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core of the beam is seen to remain well within the width of the viewing optics,

with the possible exception of the outermost point at the I. 6 Torr condition.

The beam calibrations and shock tunnel readings have been used directly

without attempts to account for the apparently small relative differences in

beam spreading between the calibration (at constant density) and the shock

tunnel run (with density variations in the boundary layer thickness of just

less than six inches and with constant density over the remaining path to the

current collection cup).

+
The spectral distribution of the beam luminescence from the N 2

first negative system is a function of the vibrational temperature of the gas

at elevated temperatures. Thus a possible discrepancy can arise if the

calibration is made at room temperature and the test made at a higher gas

temperature. In the present case, however, the maximum static temperature

in the boundary layer is approximately 1000°R. Even if the vibrational

excitation level freezes in the nozzle expansion, the maximum vibrational

temperature would be approximately 1500°R, which is well below the range
+

at which the N Z first negative band intensities are affected to a detectable

degree by the vibrational temperature of the gas.
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COMMENTS ON HYPERSONIC TURBULENT BOUNDARY-LAYER

MEASUREMENTS USING AN ELECTRON BEAM

By William D. Harvey and Dennis M. Bushnell

NASA Langley Research Center

SUMMARY

Estimates of the root-mean-square velocity fluctuation level and trend at

Mach 8.5 were made by utilizing the experimental fluctuating density and pitot

pressure measurements of Wallace. Also, fair estimates of both the magnitude

and trend of the fluctuating density and velocity can be made by using a mixing

length type of approach. Present indications are that for zero pressure gradient

the intensity of the fluctuating velocity in a boundary layer may be independent
of Mach number.

INTRODUCTION

Most of the available experimental data on compressible turbulent boundary

layers are limited primarily to the mean properties of the flow. In order to

obtain a more thorough understanding of such flows and ultimately to advance

theoretical prediction methods, it is necessary to study the statistical proper-

ties of the turbulent flow.

Measurements of mass flow and total temperature fluctuations in supersonic

turbulent shear layers have been made with hot wires (refs. i to 3). Recent

measurements of the mean and fluctuating density and pitot pressure across a

turbulent boundary layer on a shock tunnel wall at a Mach number of 8.5 have

been reported by Wallace (ref. 4). The density measurements were obtained with

a 40-kV electron beam and the pitot pressure data were obtained with piezo-

electric crystals. The purpose of this paper is to present an estimate of the

intensity of the velocity fluctuations, based directly on the fluctuating data

of Wallace (ref. 4), and to evaluate a mixing length approach to compute

indirectly the magnitude and trends of density and velocity fluctuations from

measurements of mean flow quantities.

A

G

H
o

SYMBOLS

,2/correlation coefficient, p 'u p

function of Mach number (see eq. (2))

total enthalpy

1/2
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h static enthalpy
W

mixing length

M Mach number

P Pt

Pt pitot pressure

R Reynolds number

r p

T total temperature
O

u instantaneous longitudinal velocity component,

y normal distance from tunnel wall

p instantaneous density, p + p'

6 nominal boundary-layer thickness

Subscripts:

e edge value

6 based on boundary-layer thickness

Bar over symbol indicates time mean value.

Prime with symbol denotes fluctuating value.

u+u'

RESULTS AND DISCUSSION

Density and Pitot Pressure Fluctuations

Figures 6 and 8 of reference 4 show the variation in the ratio of the root-

mean-square density and pitot pressure fluctuations to the local mean values

across a Mach 8 turbulent boundary layer. These data of reference 4 were

computed at the NASA Langley Research Center by digitizing the original oscillo-

scope records at time intervals of 10-5 second. Because of the way the data

were obtained and reduced, the ratios of the root-mean-square values to the

respective mean values are essentially independent of the absolute levels of
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density or pitot pressure. Consequently, the accuracy of these fluctuation

intensity data is believed to be better than the accuracy of the corresponding

mean data. Therefore, the fairings for each run shown on the figures of refer-

ence 4 probably indicate actual data trends. These fluctuating density and

pitot pressure data have been used herein to determine the intensity of the
velocity fluctuations.

Density and Longitudinal Velocity Fluctuations

Figure i shows the original data for the ratios of mean density to the

density at the edge of the boundary layer as reported by Wallace (ref. 4).

Fairings of the data for the four test runs as used herein are also shown.

Fluctuations in temperature and velocity have previously been modeled by a

mixing length type of formulation for incompressible flow (refs. 5 and 6) and

velocity fluctuations for compressible flow (ref. 7). A mixing length expression

for the root-mean-square fluctuating density may be written as

-(o p---@-e)(_) ! _((v_e) J
(1)

where, in accordance with Prandtl's mixing length concept and recent calculations

(refs. 6 and 7),

= 0.4 y (0 < y/6 < 0.2)

= 0.08 _ (0.2 < y/6 < 1.0)

Shown in figure 2 are the root-mean-square density fluctuations using the faired

mean density profiles of figure i in equation (i) and the direct measurements

of reference 4. The bands include results for the four test runs. Comparison

of results from equation (1) with the data indicates that the magnitude of the

fluctuating density through the boundary layer can be estimated to within

roughly a factor of 2 by using the mixing length approach although the values

obtained obviously depend on the particular fairings used in figure i. One of

the interesting features in the fluctuating density and pitot pressure profiles

of reference 4 is that there appears to be a definite minimum in the distributions

at values of y/_ from about 0.2 to 0.5. This minimum would follow from the

faired profiles of mean density and pitot pressure (ref. 4) and a mixing length

assumption like equation (i).

The extension to compressible flows of recent calculation methods (refs. 8

and 9) for incompressible flows which utilize the turbulent kinetic energy

equation is, to a large extent, dependent upon a knowledge of the root-mean-

square variations of the fluctuating quantities for compressible flows. The

magnitude and variation of the root-mean-square fluctuation velocity through a

turbulent boundary layer are the more important quantities required in such
methods.
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An approximate equation giving the relationship of the instantaneous
velocity, density, and pitot pressure maybe written as

2
pu _ G(M) Pt (2)

where, for M > 2, G(M) is a slowly varying function of the local Machnumber
so that G' maybe neglected. Substitution of meanand fluctuating quantities
into equation (2) and taking the average then gives

-- --2 u,2 'u'GPt = p u + p + 2 u p (3)

where third and higher order correlations of fluctuating quantities are neglected.
Now, first squaring both sides of equation (2), then substituting meanand
fluctuating quantities, and finally taking the average results in

I 21Pt Pt u12 p,ul ,2

--2--4 1 +------_-- = 1 + 6 --2 + 8--+ P-- --2

p u Pt u pu p

(4)

Elimination of G by the use of equation (3) and the introduction of the

correlation coefficient A then gives the following expression for the

intensity of the fluctuating velocity as a function of the intensities of

pitot pressure and density fluctuations:

I ArC 
This equation applies over most of the hypersonic turbulent boundary layer

except near the wall where M < 2.0, say. The Mach number profiles given by

Wallace (ref. 4) show that the=Mach number is greater than 2.5 for y/_ => 0.i;

hence equation (2) can be expected to give reasonable estimates for this range

of y/6.

(5)

A mixing length expression for the root-mean-square velocity fluctuations

may be written as

He

d(u/u e)

d(y/_)
(6)

This expression was applied to Wallace's data (ref. 4) by using the same values

of _/6 as were used in equation (i). Velocity derivatives were obtained from

fairings of velo__city profiles as computed from the faired density profiles of

figure i and Pt data as given by Wallace (ref. 4).
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The longitudinal velocity fluctuation intensities determined from equations

(5) and (6) are compared in figure 3. Again the bands include results for the

four test runs. The value of A used in equation (5) to obtain the results

shown was taken as 1.0; however, calculations made with A = 0.5 indicated a

maximum 5-percent deviation in the velocity fluctuations. Kistler's data

(ref. 3) would give a value of A = 0.7 since static pressure fluctuations

were neglected. The results from the mixing length approach of equation (6)

agree to within a factor of 2 or 3 with the other method that uses measured

quantities in equation (5), Also shown for comparison are data of Kistler

(ref. 3), Schloemer (ref. i0), and Serafini (ref. ii), all of which are for

essentially zero pressure gradient. The data of Kistler (ref. 3) have been

normalized by the velocity at the edge of the boundary layer u e which reduces

the spread between the data at the three Mach numbers to about l0 percent, so

that a single curve which represents the mean of Kistler's data (ref. 3) is

presented in figure 3. The general agreement in the data shown in figure 3 for

the outer portion of the boundary layer indicates that within the probable

errors of the data, the intensity of the longitudinal velocity fluctuations may

be independent of Mach numbers.

Near the wall the inferred fluctuation levels for Mach 8.5 show a large

increase to a peak value that is presumably in the vicinity of the sublayer

edge which appears to be considerably farther from the wall than the corre-

sponding peaks for the low spee d data (refs. i0 and ii). Since the theory of

reference 9 predicts an inverse relationship between_u'2/u and R , it

might be expected that the present data should be at a higherelevel (f_r the

same y/_) than the other data of figure 3 since the R 6 values for the Wallace
_s

data are smaller. The values of_ u'2/u in the range 0.2 < y/6 < 0.6 are
e

lower than previous data, as predicted by a mixing length assumption (eq. (6)I

and as based on data and equation (2), either because of a Mach number effect

or some anomaly in the experimental conditions of Wallace (ref. 4).

CONCLUDING REMARKS

Estimates of the root-mean-square longitudinal velocity fluctuation level

and trend were made by utilizing the fluctuating density and pitot pressure data

of Wallace along with the assumption that pitot pressure is proportional to the

mass flow. Reasonable estimates of both the magnitude and trend of the root-

mean-square density and velocity fluctuations can be made by using a mixing

length type of approach and faired profiles of mean density and velocity.

Present indications are that for zero pressure gradient, the level and trends

of the root-mean-square fluctuating velocity divided by the local mean

velocity may be fairly independent of Mach number in the outer part of the

boundary layer and thereby the validity of Morkovin's hypotheses is extended

to the low hypersonic speed range.
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SUMMARY AND CORRELATION OF SKIN-FRICTION AND

HEAT-TRaNSFER DATA FOR A HYPERSONIC

TURBULENT BOUNDARY LAYER

ON SIMPLE SHAPES I

By Edward J. Hopkins, Morris W. Rubesin, Mamoru Inouye,

Earl R. Keener, George C. Mateer, and Thomas E. Polek

Ames Research Center

SUMMARY

Local skin-friction and heat-transfer data were directly measured in air

for turbulent boundary layers on flat plates, cones, and a wind-tunnel wall.

The Mach number at the edge of the boundary layer ranged between 5 and 7.4 and

the wall to adiabatic wall temperature ratio varied between 0.i and 0.6.

The skin-friction and heat-transfer data are compared with other data

obtained by direct measurement of surface shear with balances and accompanied

by boundary-layer surveys. The use of momentum-thickness Reynolds number in

the skin-friction comparison avoids the need for arbitrary location of the

virtual origin of the turbulent boundary layer. A boundary-layer energy thick-

ness obtained from integration of the heat-flux distribution up to a test sta-

tion proved useful in correlating the local heat flux at that station in a

manner analogous to the use of momentum thickness.

Adiabatic and cold wall data are employed to assess four theories for

predicting turbulent skin friction. The theories examined are those of Sommer

and Short, Spalding and Chi, Van Driest II, and Coles.

Analysis of the skin-friction data indicates that the theory of either

Van Driest II or Coles gives the best predictions for wall to adiabatic wall

temperature ratios above 0.3, generally within about ±I0 percent of the mea-

sured values. Although Coles' theory gives results generally comparable to

those of the Van Driest II theory, at high Reynolds numbers it underpredicts

the results by more than i0 percent. At Mach numbers near 6 and above,

theories of Sommer and Short or Spalding and Chi generally underpredict the

measured skin friction by 20 to 30 percent. At wall to adiabatic wall tempera-

ture ratios below 0.3, none of the theories give the proper trend with wall to

adiabatic wall temperature ratio.

The heat-transfer analysis for nonadiabatic wall conditions generally substan-

tiates the skin-friction analysis, favoring the theory of either Van Driest II

or Coles, provided the Reynolds analogy factor of 1.0 (containing an assumed

recovery factor of 0.9) measured in the present investigation is employed.

ipaper No. i0 also available,as NASA TN D-5089.
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INTRODUCTION

Accurate knowledge of skin friction and heat transfer is required to

predict the performance and structural requirements of supersonic and hyper-

sonic aircraft. Generally, calculations are relied upon to provide estimates

of either wind-tunnel or flight values of skin friction since it is impracti-

cal to measure these values over the entire configuration. Similarly, the

thermal design of airplane structures and the selection of material depend

largely on predictions of the incoming convective heat flux over the various

surface elements. Supersonic and hypersonic aircraft will operate with skin

temperatures near the radiative equilibrium temperature, where the incoming

convection _s balanced by radiation to the surroundings. At supersonic speeds

(M _ 3), the radiation equilibrium temperature is almost equal to the adia-

batic wall temperature. At hypersonic speeds (M _ 7), however, the external

surfaces will generally have wall to adiabatic wall temperature ratios between
0.3 and 0.S as a result of considerable radiative cooling and internal heat
transfer.

Previous evaluations of turbulent skin-friction theories may have

questionable accuracy at hypersonic Mach numbers for lack of many direct mea-

surements by skin-friction balances. These evaluations include numerous indi-

rect measurements from (i) heat transfer with an assumed Reynolds analogy

factor, (2) rate of change of momentum thickness with longitudinal distance,

(3) velocity gradient at the surface, or (4) velocity profile. Examples of

such evaluations are those of Spalding and Chi (ref. i), Hopkins and Keener

(ref. 2) and Peterson (ref. 3). Spalding and Chi examined 20 theories and

showed that the theories of Van Driest II (ref. 4) and Sommer and Short

(ref. 5) gave root-mean-square deviations of about 11 and 14 percent, respec-
tively, compared with 10 percent for their semiempirical theory. Independent
studies of references 2 and 3 indicate that for the adiabatic-wall case the

theories of Van Driest II and Sommer and Short bracket nearly all the experi-

mental results. For the non-adiabatic wall case, Peterson's analysis also

favors Sommer and Short's theory up to a Mach number of 6. Miles and Kim

(ref. 6) show that Coles' theory (ref. 7), not considered in the other analyses,
is competitive with Spalding and Chi's theory for the nonadiabatic wall case.

Heat-transfer data for flat plates are compared by Bertram et al. (refs.

8 and 9) with theoretical values derived from skin-friction theory through an

extension to compressible flow of the yon K_rm_n form of the Reynolds analogy

factor. Bertram's analysis and later results of Cary (ref. i0) suggest best

agreement with the prediction method of Spalding and Chi.

Recently, a skin-friction balance became available that can be used on

models in hypersonic facilities with elevated stagnation temperatures. How-

ever, preliminary skin-friction measurements at Mach number 6.5 were not in

accord with the cited heat-transfer results in indicating the best theory for

predictions. Consequently, the present investigation was undertaken to obtain

both heat-transfer measurements on flat plates and cones and skin-friction mea-

surements on flat plates and a wind-tunnel wall, all surfaces being nonadia-

batic. This investigation was conducted in the Ames 3.5-Foot Hypersonic Wind
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Tunnel at Mach numbers between 5 and 7.4. Skin friction and heat transfer

were measured simultaneously at one of the longitudinal stations on a flat

plate to determine the Reynolds analogy factor. The results were then

employed to reevaluate the theories of Sommer and Short (ref. 5), Spalding and

Chi (ref. i), Van Driest II (ref. 4), and Coles (ref. 7).

NOTATION

Cf

CF

local skin-friction coefficient, _---

qe

average skin-friction Coefficient 2@@ for a flat plate
' X

qw

Ch local Stanton number, PeUe(H w _ Haw)

F C

H

M

transformation function for Cf(Cf = FcCf) , reference 1

total enthalpy

Mach number

P

Pr

q

r

Re,x

Re,F

Re,0

pressure

Prandtl number

dynamic pressure

rate of heat transfer from the surface per unit area

local-cone radius, wind-tunnel radius, or temperature recovery factor

Reynolds number based on distance to virtual origin of turbulent flow,

PeUe x

Pe

Reynolds number based on energy thickness,
PeUe F

_le

Reynolds number based on momentum thickness,
PeUe @

_/e
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s

T

U

x

xL

xT

Y

distance along surface from cone apex or flat-plate leading edge

absolute temperature

velocity

distance along surface from either leading edge or virtual origin

distance along surface from leading edge to peak Stanton number

location

distance along surface from virtual origin of turbulent flow to peak
Stanton number location

distance normal to surface

angle of attack

6

energy thickness I0 PeUepU (H_- He_)dy, also see equation(6)He/

boundary- layer thickness

momentum thickness 1
PeUe

10 ,,-pU _' U eOo ')"'

for flat plates or

for circular wind-tunnel walls

P

T

()

aw

e

exp

coefficient of viscosity

mass density

shear stress

variable transformed to equivalent constant property case

adiabatic wall

boundary-layer edge

experimental

Subscripts
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i incompressible

1 local station

L laminar

max maximum

t total

T turbu Ient

the theoretical

w wall

Superscript

index (_ = 0 for flat plate and _ = 1 for cone)

APPARATUS AND TEST

Wind Tunnel

The experimental investigation was conducted in air in the Ames 3.5-Foot

Hypersonic Wind Tunnel. This facility is a "blow-down" type wind tunnel in

which the air is heated by a hot pebble bed to temperatures ranging from

about i000 ° to 2100 ° R. The throat and nozzle walls are cooled by helium

injection ahead of the throat, the helium remaining within the wind-tunnel

boundary layer as confirmed by surveys. The Mach number 5.4 and 7.4 con-

toured nozzles were used, and the stagnation pressure was varied from about 7

to 120 atmospheres. The present tests used both a quick-insert mechanism and

a fixed-support system for holding models.

Models and Instrumentation

Flat plates.- Two flat plates, 18 inches wide by 47 inches long, were

tested. The leading edge of each plate was 0.004 inch thick and was unswept.

Both flat plates were used to obtain skin friction and momentum thickness at

a station 39 inches from the leading edge under nearly isothermal wall condi-

tions. The first flat plate was sting supported with the test surface at an

angle of 3 ° windward to the airstream. Both pitot-pressure and total-

temperature boundary-layer profiles were obtained at the skin-friction test

station. The second flat plate was mounted on the injection mechanism to

obtain heat-transfer distributions on the surface. Thin-skin heat-transfer

gages were installed in the heavy-walled steel plate along the centerline and

also off center at several locations. Pitot-pressure profiles and skin fric-

tion were measured at the station 39 inches from the leading edge. This plate
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was tested at angles of 0 ° and 3.1 ° windward to the airstream. Cross flow was

minimized by fences 1 inch high at the trailing edge and tapering to zero at
the leading edge.

Cones.- The conical heat-transfer models had half-angles of 5° and 15 °

and surface lengths of approximately 28 and 20 inches, respectively. These

models were of thin-walled (0.033 in.) electroformed nickel and instrumented

with thermocouples spot-welded to the interior surface. The 5 ° cone had a

single row of 22 thermocouples spaced at 1-inch intervals along one conical

ray. Tip radii were 0.005 and 0.0025 inch for the 5 ° and 15 ° models,

respectively.

The wall-to-recovery-temperature ratio was varied by changing both the

total temperature and the wall temperature. The preinjection value of the
wall temperature was either the ambient value or 160 ° R. The latter value was

obtained by externally cooling the model with liquid nitrogen before the model
was injected into the airstream.

Test-section wall.- Skin-friction measurements and surveys of pitot pres-

sure and total temperature were made on the test-section wall in the region of
zero axial pressure gradient 27.5 feet from the nozzle throat and 8.5 feet

behind the beginning of the test section. The local Mach number was 7.4 at

the edge of the 8-inch-thick boundary layer. Normally, helium is injected

ahead of the throat to cool the throat and the nozzle walls. During this

test, however, the helium was shut off for periods up to 30 seconds while data

were obtained with an air boundary layer. Five triple-shielded thermocouple

total-temperature probes were used to survey the boundary layer at heights
from 1 to 14 inches from the wall.

Skin-friction balance.- The skin friction was directly measured with

floating-element balances manufactured by the Kistler Instrument Corporation.
Four different balances were used, one at a time. The first measurement was

made on the sting-mounted stationary flat plate with a balance having a

0.370-inch element diameter. Two balances, each 0.500 inch in diameter, were

used consecutively with the injected flat plate. A fourth balance, 0.500 inch

in diameter and contoured to fit the curved surface of the wind tunnel, was

used in the test-section wall. The statically balanced elements of each bal-

ance were self-nulling to the center position with a perimetrical gap of

0.003 inch. The current required to produce the nulling force was calibrated

against known weights. Electrical components were maintained at temperatures

below 200 ° F by a water jacket. A test coil in the gage was used to simulate

an external friction force and to check the calibration between each test run.

DATA REDUCTION

Flat Plates and Cones

Local flow conditions were calculated from the measured free-stream

conditions for a two-dimensional wedge and a cone. Compressible flow rela-

tions were used in the calculations, including corrections for real gas
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effects for calorically imperfect, thermally perfect air. Momentum thick-

nesses of the boundary layers on the flat plates were calculated from both the

pitot-pressure profiles and an assumed Crocco linear total-temperature distri-

bution with velocity (Pr = i), which was found to agree with the measured

total-temperature distributions. Energy thicknesses were obtained by integra-

tion of the measured heat-transfer rate along the plate. Viscosity was

calculated by Keyes' equation. 2

Test-section-wall data reduction was similar to that for the flat plates,

except that the measured total-temperature profile was used in the
calculations.

ACCURACY

The estimated probable uncertainties of the pertinent recorded and

calculated quantities are as follows:

Free-stream Pt ±i percent

Free-stream Tt ±50 ° R

Free-stream flow angle ±0.2 °

Local flow angle ±0.3 °

_w ±5 percent

Tw ±i0 ° R

Pe ±5 percent

M e ±0.17

qe ±2 percent

PeUe/_e ±7 percent

Re, @ or Re, F ±8 percent

Pitot-probe pressure ±2 percent

Boundary-layer total temperature ±50 ° R

y ±0.005 in.

@ or F ±5 percent

qw ±5 percent

DISCUSSION OF RESULTS

Skin Friction

The skin-friction data obtained in these tests at cold-wall conditions

are summarized in tables I and II. The flat-plate data were obtained with

and without boundary-layer trips. Because the data are in the form Cf(Re,@) ,
there is no need to define a virtual origin of turbulent boundary-layer flow

in the analysis of the data.

ZSee note in Journal of Spacecraft and Rockets, vol. 4, no. 2, Feb. 1967,

pp. 287-288 by Mitchel H. Bertram entitled "Comment on 'Viscosity of Air' "
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An evaluation of the representative theories 3 of Sommer and Short

(ref. 5), Spalding and Chi (ref. i), Van Driest II (ref. 4), and Coles (ref. 7)

for local turbulent skin friction is made by comparing the difference between

experimental and theoretical skin friction for specified free-stream condi-

tions and surface temperature. Most of the data was taken in the moderate

Reynolds number range, 3×103 < Re, _ < 30×103 Data taken at higher Reynolds

numbers will be marked by high flags, data at lower Reynolds numbers by low

flags. Adiabatic and nonadiabatic data are treated separately to discern the

effects of Mach number and wall temperature independently. In addition, non-

adiabatic wind-tunnel-wall data are treated separately from flat-plate data

for reasons to be discussed.

Adiabatic-wall conditions.- Only skin-friction data in air from flat

plates and wind-tunnel walls for which Cf was directly measured and Re, 0

was evaluated from boundary-layer surveys were chosen for the comparisons 4

presented in figure i. For some of the test data, it was assumed that the

total temperature was constant across the boundary layer in evaluating R
e,@"

This assumption is valid for the adiabatic wall case because R is rela-
e_@

tively unaffected by differences in the assumed temperature distribution

(ref. ii). The data are from references 2 and 12 through 19.

Comparisons presented in figure 1 indicate that at Mach numbers below 4

all the theories give about the same prediction for the data obtained at low

and moderate Reynolds numbers (Re, @ < 30xi03). At high Reynolds numbers

(Re, @ > 30×103), however, Coles' theory tends to underpredict the experimental

results by I0 to 15 percent. This Reynolds number effect in Coles' theory is

related to the Reynolds number dependence of the temperature computed from the

substructure hypothesis. As the Mach number is increased above 4, there is a

tendency for the theories of Spalding and Chi and Sommer and Short to under-

predict the data, reaching underpredictions of 20 and 30 percent, respec-

tively, for Korkegi's data (ref. 19) near Mach number 6. Theories of Van

Driest II and Coles predict the data within about 8 percent at the higher Mach

numbers.

Nonadiabatic wall - flat plates.- Only skin-friction data for which Cf

was directly measured on flat plates or circular cylinders (representative of

flat plates) at Mach numbers between 5.6 and 7.4 were used in the comparisons

presented in figure 2. The dashed lines represent fairings through the data,

which include the unpublished data from Ames Research Center and the data from

references 5 and 19 through 21. Sommer and Short (ref. 5) obtained their data

from hollow circular cylinder models fired down a ballistic range. The local

skin friction was calculated from the average skin friction of reference 5 by

3The transformed values of measured Re, @ as given by each theory were

used in the incompressible K_rm_n-Schoenherr equation of Cf as a function of

Re,@ (ref. 2) to calculate the theoretical values of Cf. For Van Driest's

theory, a temperature recovery factor of 0.9 was assumed in a manner similar

to Spalding-Chi (ref. i).

4Each'symbol in figure 1 stands for a representative average of several

data points taken over a limited Reynolds number range at the particular Mach

number of a given experiment.
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assuming that Cf/Cf,i= CF/CF, i. The analysis of Ames and Korkegi's data was

based on the measured momentum-thickness Reynolds number; therefore, it was

not necessary to derive a virtual origin of turbulent flow for these data.

Examination of the Ames data indicates that any effect of boundary-layer trips

on Cf(Re,@) was within the experimental accuracy (compare the open circles
wlth the solld clrcles). In addition, the results from the injected model

(flagged solid symbols) agree with those for the stationary model (solid

symbols).

The effect of two different choices for virtual origin of turbulent flow

is also shown in figure 2. Theoretical local skin-friction coefficients for

the data of Wallace and McLaughlin (ref. 21) and of Neal (ref. 20), for which

the momentum-thickness Reynolds number was not measured, were calculated for

Reynolds numbers obtained by two current methods for determining the virtual

origin of turbulent flow. In the first method, the virtual origin was taken

to be located at the position of maximum Stanton number (dashed symbols). In

the second method, the virtual origin was derived by assuming that the momen-

tum thickness for turbulent and laminar flow at the end of transition is equal

(XT)(CF,T) = (XL)(CF,L), for which xL was taken at the point where the

Stanton number was maximum (regular symbols). Results from this latter method

for Neal's data appear to be in better agreement with the Ames data.

For Tw/Taw > 0.3, the theories of Van Driest II and Coles predict the

skin friction within about i0 percent, whereas theories of Spalding and Chi

and Sommer and Short underpredict the skin friction by 20 to 30 percent. At

the lower temperature ratios, none of the theories predict the experimental

variation of skin friction with wall to adiabatic wall temperature ratio.

Nonadiabatic wall - tunnel walls.- Measurements of nonadiabatic skin

friction on wind-tunnel walls are treated separately because of the signifi-

cant difference in measured temperature distributions presented in figure 3.

For the flat plate, the Crocco linear temperature distribution (Pr = 1.0) as a

function of velocity ratio represents the data, but for the tunnel side wall,

the results lie closer to a quadratic temperature distribution. A similar

difference between the temperature distributions on free-flight models and on

a nozzle wall was noticed previously by Seiff and Short (ref. 22). They sug-

gested that the history of the rapid expansion in the nozzle to high Hach num-

bers results in a boundary layer that is not in equilibrium with the local
edge conditions.

The wind-tunnel-wall skin-friction data for dp/dx = 0 are compared with

predicted values based on flat-plate theory in figure 4. Note that the

theories of Spalding and Chi, Van Driest II, and Coles are based on the Crocco

linear temperature distribution; however, the data reflect the side-wall

boundary-layer temperature distributions indicated in figure 3. In general,

figure 4 shows that the theories of Sommer and Short, Spalding and Chi, and

Van Driest II give about the same ratios of (Cf)exp/(Cf)th e at Tw/Taw = 0.4

on the wind-tunnel wall as on the flat plates (dashed lines). Coles' theory

predicts these ratios from 20 to 30 percent below the data at Tw/Taw > 0.3

(similar to the high Reynolds number data in fig. i), which further indicates
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that Coles' theory might be inherently incorrect at the higher Reynolds num-

bers. Wallace's data from two separate tests appear to be self-consistent

within about ±i0 percent and generally agree with the Ames data at

Tw/Taw = 0.3. It is interesting that a flat-plate theory (in this case, Van

Driest II) correlates the wall data at Tw/Taw > 0.3.

Heat Transfer

The analysis of the heat-transfer data parallels that for skin friction

where it was found that expressing the data as

Cf = f(Re,@, M e , Tw/Taw) (1)

was useful in eliminating an arbitrarily assigned origin for the turbulent

boundary layer. The local skin-friction coefficient is related to the momen-

tum thickness and length Reynolds numbers by the momentum-integral equation

Cf _w dRe,@ Re,@ dr E
_ + (2)

2 - PeUe 2 dRe, s r E dRe, s

where E = 0 for a flat plate, E = 1 for a cone, and the momentum thickness

is defined as

@ - 1 - dy
0 peUe _ee

(3)

The results of boundary-layer pitot and total temperature surveys were intro-

duced into equation (3) to evaluate the momentum thickness in the skin-

friction analysis.

In an analogous manner, the local Stanton number is related to the

energy thickness and length Reynolds numbers by the energy-integral equation

(Hw = const)

( - Haw_ qw dR
Ch Hw _ _ e,F + Re'F drE (4)

He/ PeUe(Hw - He) dRe, s rE dRe,s

where the energy thickness is defined as

F _ pU Hw dy
0 PeUe

Instead of boundary-layer surveys, the local heat-flux distribution was

employed to evaluate F from

(s)
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f_l _ (s)r_(s)ds
F - ' W

0eUe(H w - He)r _
(6)

which results from the integration of equation (4). In the evaluation of

equation (6), the boundary layer ahead of the first thermocouple station was

assumed laminar with qw ~ s-i/2" In a few tests in which both boundary-layer

surveys and heat-flux distributions were obtained, it was found that F from

equations (5) and (6) agreed within 7 percent.

Prediction of _,,_h,,1ont_hn,,_,_1_vo_ heat transfer from ski_-_c_ion

theories, Cf(Re,0) , requires the assumption of a Reynolds analogy factor and

a recovery factor. Choices for these factors are based either on extensions

of the now classic constant-property theories or on past experimental results.

If these quantities are uniform along the surface, Ch and Cf/2, and Re, p and

Re, o are related as follows:

(Ch) the (C--f_)Ch Cf= (-2-)the

Re,0
Re,F

I'w-"aw)
Hw He

where Ch/(Cf/2 ) is the Reynolds analogy factor, and r, the recovery factor,

is introduced into the adiabatic wall enthalpy

Ue 2

Haw = He - (I r) 2

Typical variations of Ch with Re, F for a 5 ° cone and a flat plate with

nearly the same conditions of M e and Tw/Taw are shown in figure 5. A

recovery factor of 0.85 was used for laminar flow and 0.9 for turbulent flow,

with a linear interpolation in the transition region. Although the transition

location differs for the two shapes, the Stanton number for the fully turbu-

lent flow is essentially the same for a given value of Re, F.

The heat-transfer results are presented in figure 6 in a form analogous

to the skin friction (see fig. 2(b)). Shown are recent Ames data for

5 < Me < 7.4 obtained on two cones with a wall-temperature-ratio range of

0.ii < Tw/Taw < 0.6 and on a flat plate with Tw/Taw = 0.3. To relate the

heat-transfer results to the skin-friction theories, either as

(_w)exp/(_w)the or (Ch)exp/(Ch)th e, it is necessary to assume values for the

recovery and Reynolds analogy factors. For figure 6, the values assumed are

r = 0.9 and Ch/(Cf/2 ) = 1.16, which are characteristic of supersonic flow and
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moderate cooling rates. From these results, it would be concluded that the

Spalding and Chi theory agrees best with the experimental results. This con-

clusion, however, is inconsistent with the findings of the skin-friction data,

where the Van Driest II and Coles theories are favored. Thus, the skin-

friction and heat-transfer experiments lead to different conclusions regarding

the accuracy of prediction theories, at least when the usually accepted values

of r = 0.9 and Ch/(Cf/2) = 1.16 are used.

To reconcile the dichotomy between the skin-friction and heat-transfer

results, a short series of tests was conducted in which simultaneous measure-

ments were made of local heat flux and skin friction on a flat plate with

Tw/Taw = 0.3. It was found that the heat flux shear ratio, _wUe/[Tw(Hw - He)],

varied between 0.84 and 0.94, depending on the Reynolds number, whereas, at

this wall temperature, the ratio calculated for r = 0.9 and Ch/(Cf/2 ) = 1.16

is 1.02. Furthermore, substituting Pr = 0.72 and Pr T = 1.0 into the von

K_rm_n Reynolds analogy factor and the corresponding recovery factor expres-

sion by Van Driest resulted in a heat flux shear ratio of 1.06 over the

Reynolds number range of the tests. Thus, for the conditions of these tests,

there is about a i0 to 20 percent reduction in heat transfer relative to skin

friction from values expected from past experiments and theory. The data are

too limited to permit evaluating the Reynolds analogy and recovery factors

individually from the measured heat flux shear ratios. Therefore, it is

necessary to rely on theory or a hypothesis to distinguish the effects of

each factor. The von K_rm_n Reynolds analogy and Van Driest recovery factor

expressions can be forced to agree with the heat flux shear ratio data by

imposing a turbulent Prandtl number of 0.7 and arriving at r = 0.7 and

Ch/(Cf/2 ) = 1.4. Alternatively, as shown in figure 7, the hypothesis that the

recovery factor remains equal to 0.9 requires that Ch/(Cf/2 ) _ 1.0, which is

15 to 20 percent lower than the value usually employed. This is illustrated

by the dashed line, which represents the von K_rm_n Reynolds analogy factor

(Pr = 0.725, PrT = 1.0) extended to compressible flows (ref. 8).

To test the surface temperature range where the preceding values of r

and Ch/(Cf/2 ) remain valid, the data cited in figure 8(a) were analyzed with

r = 0.7, Ch/(Cf/2 ) = 1.4 and with r = 0.9, Ch/(Cf/2 ) = i. It was found that

the latter set of values caused the heat-transfer data (open symbols) to be

more consistent with the skin-friction data (solid symbols) over the entire

wall-temperature range shown in figure 8(b). With r = 0.9 and Ch/(Cf/2 ) = i,

the theories of Van Driest II and Coles predict the heat flux to within

±i0 percent at Tw > 0.3Taw. The Spalding and Chi method generally under-

predicted the heat-transfer data by 20 percent over the entire wall-

temperature range.

CONCLUDING REMARKS

The turbulent boundary-layer skin-friction theories of Sommer and Short,

Spalding and Chi, Van Driest II, and Coles have been evaluated on the basis
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of directly measured skin friction on flat plates and wind-tunnel side walls.

The use of momentum-thickness Reynolds number in the skin-friction comparisons

avoids the need for arbitrarily locating the virtual origin of the turbulent

boundary layer. At Mach numbers below 4, all the theories agree well with

adiabatic wall data. On flat plates, at Mach numbers between 5.6 and 7.4 and

wall to adiabatic wall temperature ratios down to 0.3, theories of Van

Driest II and Coles give the best skin-friction predictions. For these temper-

atures, the theories of Sommer and Short or Spalding and Chi underpredict the

skin friction by 20 to 30 percent. At lower wall temperatures, none of the

theories gives the proper effect of wall-temperature level on the skin fric-

tion; however, the amount of data available is quite limited.

For the fully turbulent portions of the boundary layer on a wind-tunnel

side wall at reduced temperatures, measured total temperature distributions

were more nearly quadratic than linear with velocity as is characteristic of

boundary layers on flat plates. This reflects the growth of the boundary

layer in a favorable pressure gradient-upstream of the test station. Even

with these effects, when the measured profiles are used to evaluate the local

momentum-thickness Reynolds number, values of Cf(Re,@) on the side wall agree

fairly well with the Van Driest II flat-plate theory.

The above theories have also been evaluated on the basis of heat-transfer

measurements on cones and flat plates with boundary-layer-edge Mach numbers

between 5 and 7.4 and wall to adiabatic wall temperature ratios between 0.I

and 0.6. A boundary-layer energy thickness obtained from integration of the

heat-flux distribution up to a test station proved useful in correlating the

local heat flux at that station, in a manner analogous to the use of momentum

thickness. The theory of Spalding and Chi was in best agreement with the data,

provided values of recovery factor equal to 0.9 and Reynolds analogy factor

equal to 1.16 were used. Simultaneous measurements of heat transfer and skin

friction on a flat plate at a single temperature (Tw/Taw = 0.3) yielded heat

flux shear ratios about i0 to 20 percent lower than the usually predicted

values, the Reynolds analogy factor being unity if the recovery factor is
assumed to remain constant at 0.9. Use of these values in the heat-transfer

predictions at wall-temperature ratios between 0.2 and 0.8 produced results

consistent with the skin-friction data. For wall to adiabatic wall temper-

ature ratios greater than 0.3, the theories of Van Driest II and Coles pre-

dicted the heat-transfer data within ±i0 percent. The theory of Spalding and

Chi generally underpredicted the heat-transfer data by 20 percent over the

complete wall-temperature range.

Although the assumptions cited in the previous paragraph caused the

comparisons between heat-transfer data and theories to be consistent with

those for skin friction, caution should be exercised in generalizing the

results beyond the range of variables of this investigation. Turbulent-

boundary-layer theory that admits changes in the Reynolds analogy factor

invariably requires a change in the recovery factor. It was found that ignor-

ing the latter change yielded the best correlation of the present data. Addi-

tional simultaneous heat-transfer and skin-friction data over a large range of

surface temperatures are needed to distinguish the individual behavior of the

Reynolds analogy and recovery factors as Mach number is increased and the
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walls are highly cooled. Further, an understanding of these effects will

require careful probing of the boundary layer to establish the distribution of

quantities such as the turbulent Prandtl number.

Ames Research Center

National Aeronautics and Space Administration

Moffett Field, Calif., 94035, Feb. 18, 1969
129-01-08-24-00-21
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f'-SYMBOL M e (Re,8)xlO-3 SOURCE

o

z_

_7
{>

<;>
o

<_

o

o
[7
.4

D

0
b

6
b

0
[3

@
6

[2
<b
G
,c,

(b
C)

0.22
I .50
I .63

I .68
I .73
I .75

I .75

1.97
2.00
2.01

2.11
2.23

2.25
2.46
2.46

2.49
2.56
2.67

2.80
2.80

2.72
2.95

2.95
2.96
3.16

3.39
3.45
3.67

3.69
4.20

4.53

5.79

7
2

12
20
13

2
8

6
13

8
14

7

13
12
68

7
6

690

360
81

7
7

15
61

7
7

56
6

5
13

5
3

SMITH AND WALKER, REF. 12

HAKKINEN, REF. 13
SHUTTS et oL, REF. 14

HAKKINEN, REF. 13

STALMACH, REF. 15
COLES, REF. 16
SHUTTS et eL., REF. 14

STALMACH, REF. i5
SHUTTS et 01., REF. i4

STALMACH, REF. 15
SHUTTS et at., REF. 14

HOPK!NS AND KEENER, REF. 2
STALMACH, REF. t5
COLES, REF. [6

MOORE AND HARKNESS, REF. 17

STALMACH, REF. 15
t

MATTING et el., REF. 18

HOPKINS AND KEENER, REF. 2
STALMACH, REF. 15

HOPKINS AND KEENER, REF. 2
STALMACH, REF. 15

COLES, REF. 16
MATTING et el., REF. 18
COLES, REF. 16

REF. 19 ,_KORKEGI,

(a) Data identification.

THEORY

SOMMER AND SHORT
40
20 /o

-20 l I I i I l

SPALDING AND CHI
" 20 F ,, ,

0
0 -20 L I I I _ I I I
X

VAN DRIEST H
20

_-- ..-. -20 I

COLES
t_J

0 ...._e_-- ----_

-20 I i I I I i
0 I 2 :3 4 5 6

Me

(b) Comparison of data with theory.

Figure 1.- Adi&batic-_&ll skin friction; Cf and Re, e directly measured.
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SYM M e

o 6.5 ON

• 6.5 OFF

7.4. OFF

o 6.8 OFF

:-" 6.8 OFF

& 7.0 ON

o 5.6 ON

_" 7.4 OFF

:_ 7.4 OFF

0 5.8 ON
k,

B.L.TRIPS (Re,e)xlO-3 (Re,x)XIO-6 SOURCE

5

4

4

3

2

I

8

18

13

3

I AMES 3.5 ft W.T.*
(HOPKINS AND KEENER

UNPUBLISHED)

(KEENER AND POLEK,
UNPUBLISHED)

REF. 20**
NEAL,

SOMMER AND SHORT,

REF. 5

WALLACE ANDMC LAUGHLIN, REF. 21"*

KORKEGI, REF. 19
J

* THE TWO DIFFERENT MODELS CAN BE IDENTIFIED AS STATIONARY (O,•)AND INJECTED

MODEL (t)

*'* REGULAR SYMBOLS REPRESENT VIRTUAL ORIGIN CALCULATED FROM (XL)(CF, L)=(XT)(CF,T )

DASHED SYMBOLS REPRESENT VIRTUAL ORIGIN AT Ch, MAX

(a) Data identification.

20 _-

--20 I .. I I I I

o
SPALDING AND CHI

13. 40
r

d 201- _'/ o o- _ D
0

I._._[__ t I t tx 0 ..
VAN DRIEST 11"

I 20 _- _ o
W I--- I I I '_ I_- _ -20 I

_ COLES
"--J 20

0 ,,...-.-,_- -u- _ 9
-- 20 I J I I I ,t,: I

0 .I _ .2 .3 .4 .5 .6

Tw/Tow

THEORY

SOMMER AND SHORT

I I I I

I I I I

I I I I

I I I i

.7 .8 .9 1.0

(b) Comparison of data with theory.
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(b) Comparison of data with theory.

Figure 3.- Temperature-velocity profiles measured in the Ames 3.5-Foot Wind

Tunnel by Hopkins and Keener; nonadiabatic wall.
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Figure 4.- Nonadiabatic-wall skin friction for wind-tunnel walls; Cf and Re, e
directly measured.
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Ames 3.5-Foot Wind Tunnel.
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(b) Comparison of data with theory; Ch/(Cf/2 ) = 1.16 az-ld r = 0.9.

Figure 6.- Nonadiabatic-w&!! heat-transfer data; Ames 3.5-Foot Wind Tummel.
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Figure 7.- Reynolds analogy factors measured for a flat plate; Ames 3.5-Foot

Wind Tunnel; r = 0.9.
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FiBre 8.-Nonadiabatic-wall skin-friction and heat-transfer data.
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COMPARISON OF PREDICTION METHODS AND STUDIES OF

RELAXATION IN HYPERSONIC TURBULENT

NOZZLE-WALL BOUNDARY LAYERS*

By Dennis M. Bushnell, Charles B. Johnson,

William D. Harvey, and William V. Feller

Langley Research Center

SUMMARY

Recent turbulent boundary-layer measurements on axisymmetric nozzle walls at

Mach numbers of 6, 8, and 19 are presented and compared with the predictions of two

theoretical methods. One of the methods was of the integral type; the other was a finite-

difference solution to the governing differential equations. The integral method gave

good predictions of the data at Mach 6 and 8 and a reasonable prediction at Mach 19.

Results for the finite-difference approach were available only at Mach 8, for which good

agreement with data was obtained.

A survey of boundary-layer data indicates that the variation of total temperature

with velocity for flat-plate type of flows can be represented within the scatter of the data

by the linear Crocco relation, whereas for nozzle-wall flows, this relation is generally

more nearly quadratic. A finite-difference solution for the Mach 8 nozzle-wall boundary

layer resulted in a quadratic-type temperature-velocity relation in the strong favorable

pressure-gradient region downstream of the throat. However, near the nozzle exit the

theoretical solution tended to approach the linear variation of Crocco. Apparently, the

observed quadratic variation in nozzle boundary layers can be at least partly accounted

for by the pressure-gradient history of the flow.

Profile measurements along a straight pipe extension downstream of the nozzle

exit of the Mach 6 tunnel indicate that at a distance of the order of 60 boundary-layer

thicknesses, the flow tended to relax toward the linear temperature-velocity variation.

INTRODUCTION

Because of the difficulty of obtaining fully developed turbulent boundary-layer flows

on flat plates and hollow cylinders at hypersonic speeds (ref. 1), turbulent boundary layers

*Paper no. 11 also available as NASA TN D-5433, 1969.
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on nozzle walls have been surveyed extensively. Also, more accurate measurements can

be obtained on tunnel-wall boundary layers because of their comparatively larger thick-

ness. There have been only a limited number of comparisons made between the mea-

sured profiles and integral thicknesses with the results of theoretical methods wherein

the nozzle pressure-gradient history is taken into account. (See, for example, refs. 2,

3, and 4.) Therefore, there is some question as to the magnitude of the effects of the

favorable pressure-gradient history on the profiles measured at the nozzle exit. That

is, because of past history, the boundary layer at the nozzle exit (where the pressure

gradient is usually small locally) may not have the same characteristics as a boundary

layer which developed in a zero-pressure-gradient situation.

On the basis of skin-friction and heat-transfer data obtained on both a flat plate and

a tunnel wall, Wallace (ref. 5) concluded that the two flows tend to have a close corre-

spondence as far as surface phenomena are concerned. However, discussion in refer-

ences 6, 7, and 8 _ased on limited profile measurements) indicates that the temperature

and velocity profiles for the nozzle-wall boundary layer are appreciably different from

those for the flat-plate case.

The purpose of this paper is to present some recent nozzle-wall turbulent-

boundary-layer measurements at Mach numbers of 6, 8, and 19, and to compare the

results obtained with two theories which utilize the upstream pressure history in com-

puting the flow. One of the theories is of the conventional integral type, and the assump-

tions used are examined as to relative applicability in flat-plate and nozzle flows. The

other approach is a nonsimilar numerical solution of the governing differential equations

and hence should be able to give an indication of the effects of the upstream favorable

pressure gradient on the profiles at the nozzle exit. Numerical procedures for solving

the differential equations have previously been developed by A. M. O. Smith (ref. 9) and

others.

SYMBOLS

A constant in eddy viscosity expression (eq. (4))

Cp specific heat

Cf skin-friction coefficient

H total enthalpy

H* form factor, 5"/_
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l mixing length (eq. (4))

M Mach number

N index in velocity profile (eq. (6))

pressure

Npr

Npr,t

R

Prandtl number

turbulent Prandtl number

Reynolds number

radius

T temperature

U_V velocity components in x- and y-directions, respectively

x,y

O_

Cartesian coordinates along and normal to surface, respectively

exponent in total-temperature-velocity relationship (eq. (5))

P density

eddy viscosity

eddy conductivity

viscosity

6"

shear stress

boundary-layer thickness taken where

displacement thickness

u = 0.995
u e

momentum thickness
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- Tt - T w

Tt, _ - T w

Sub scripts:

t total

w wall

oo local free stream

local external to boundary layer

A prime denotes a fluctuating quantity.

DESCRIPTION OF THEORIES

Finite-Difference Approach

The finite-difference method solves the compressible turbulent-boundary-layer

equations in terms of mean flow quantities (ref. 10). With the following assumptions for

the Reynolds stress and heat transfer

-p U'V'= E OU
ay

_T
-p v'T' = K-

Oy

and the definition of turbulent Prandtl number

the governing equations become

Cpe
g - Npr,t

For continuity:

7x(P urj)

where j = 1 for axisymmetric flows and

+ _(pvrJ) = 0

j = 0 for two-dimensional flows

(i)
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For conservation of momentum:

au

pu 7xx

For conservation of energy:

pu OH + pv -
ax ay ay

+ pv au dp + 1 + (2)
8y dx /_/ay]

e Npr-_ aH (i e+ _ N_r_t/_'-y - -Nl_r + _ Npr
(3)

The assumption is made that the eddy viscosity can be represented by the simple Prandtl

mixing-length concept across the entire boundary layer. A Van Driest modification

(ref. 11) is used near the wall, gas properties being evaluated at wall conditions. The

expression for e is thus

e = pl 2 - exp _yy (4)

where

The variation of 1/5 with y/5 was based on results from reference 12 and was

assumed to be invariant with Mach number. The numerical values used in the present

work are given in table I. For the calculations shown herein, Npr, t was taken as 0.9
(ref. 13) and was assumed to be constant.

The method of solution of equations (1), (2), and (3) is similar to that used in refer-

ence 14 and is essentially a linearized form of the implicit finite-difference numerical

method of reference 15. As in reference 14, a variable step size in the y-direction is

used.

Integral Approach

In the integral method the momentum integral equation for axisymmetric flow

(eq. (42), ch. 9 of ref. 16) is solved by a variable-step-size fifth-order Runge-Kutta

numerical scheme. In order to solve this equation, H* and Cf variations must be

specified. In the outer part of the boundary layer, a temperature-velocity relationship
of the form

T t - T w

Tt,_ - Tw
(5)
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is assumedwhere the value of a depends on the flow configuration for which calcula-

tions are being made. Further discussion of the values assigned to a is given in a

subsequent section. Near the wall the total-temperature--velocity relation is obtained

from the Colburn form of the Reynolds analogy. The wall total-temperaturemvelocity

relationship is joined to equation (5) by an intermediate linear relationship which matches

the wall equation at u__= 0.01 and equation (5) at u__= 0.10.
U e U e

The velocity profiles were assumed to be

u - (6)

where N is a specifiedfunction of Re,0 and Tw/T t. For calculations of the nozzle-

wall boundary layers, this functionwas taken as the solid linethrough the data shown in

figure 1. The data shown are taken from references 4, 18 to 22. The wall-temperature

factor used in the correlation is based on flat-platetype of data at the same Mach number

and Re,8 values but at different Tw/T t values. Since the present objectiveis the

calculationof air and nitrogen axisymmetric nozzle-wall boundary layers, the data used

to define an N variation are limited to these conditions. For those cases where only

pitotdata were available (shown flagged),the velocity profiles were obtained by using a

value of 2for a in equation (5). (See next section.) The velocity and temperature dis-

tributionsjustdescribed (eqs. (5)and (6))were used to obtain H*.

The skin-friction-coefficientexpression of Spalding and Chi (ref.17) was used

directly,without any attempt to account for the effectsof pressure gradient.

RESULTS AND DISCUSSION

Dependence of Temperature-Velocity Relation on Flow History

As mentioned in the Introduction, the relation between total temperature and

velocity may be different for flat-plate and nozzle-wall boundary layers. (See refs. 6,

7, and 8.) A possible cause of this difference is the favorable pressure-gradient history

of the nozzle flows. In order to investigate this difference further, all available data

where heat transfer was present and the pressure gradient small locally, are shown

plotted in figures 2 and 3 in the usual "Crocco" variables (0 and _e)" In figure 2 are

shown the data which have been obtained on the flat-plate type of configurations, that is,

flat plates, hollow cylinders, and in flows where the upstream pressure gradient was

small (refs. 24 to 32). Included are unpublished measurements obtained on a flat plate

at Mach 6.5 by Hopkins and Keener of NASA Ames Research Center. The amount of

scatter exhibited by the data is appreciable, and this scatter may be due to the difficulty
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of obtaining accurate measurementsin the relatively thin boundarylayers usually pres-
ent in this class of configuration. Also, "flat-plate-flow" experiments do not always

achieve the uniform conditions implied in the name. Effects due to induced pressures,

wail-temperature variations, secondary flows, and proximity of the measuring station to

transition may contribute to the scatter in the available data. However, the mean of the

data is perhaps adequately represented for engineering purposes by the linear relation

shown. As is well known, this linear variation is a solution to the governing differential

equations for the special case of zero pressure gradient and turbulent Prandtl number

equal to 1. Since the turbulent Prandtl number is probably of the order of 1 (ref. 13, for

example), the "agreement" between the flat-plate data and the linear relationship seems

to be reasonable.

Shown in figure 3 are the available data (refs. 8, 20 to 22, and 33 to 37) from the

"nozzle wall" class of configuration, that is, data obtained on wind-tunnel walls or flat

plates and cones where a nozzle type of upstream pressure history was imposed. Included

in this figure are the results of the present Mach 8 and 19 measurements. It is apparent

that, in contrast to the data in figure 2, the nozzle data are better represented by a quad-

ratic type of relationship (a = 2). R.K. Matthews of Arnold Engineering Development

Center indicated that unpublished nozzle wall data at Mach 6, 8, and 10 from Arnold

Engineering Development Center are also in general agreement with this quadratic trend,

as are the data from reference 23.

An indication of possible effects of the upstream pressure gradient history that

might account for the apparent difference between the nozzle-wail and flat-plate

temperature-velocity relation can be obtained from the present finite-difference calcula-

tion method. Calculations were made for the boundary-layer development down the con-

tour of the nozzle from which the Mach 8 data were obtained. The calculation was ini-

tiated at the nozzle throat and carried through to the nozzle exit. The variation down the

nozzle of the parameters needed for the calculation is shown in figure 4.

Computed total temperature and velocity profiles are shown plotted in figures 5

and 6 for several positions along the nozzle. The input profiles for both u/u e and

at the throat were assumed to be 1/7-power-law profiles, that is, the input total-

temperature--velocity relation was linear. These profiles are indicated in figures 5

and 6. Downstream of the throat in the favorable pressure-gradient region at

x = 5 inches (12.7 cm) (station 2) the velocity profile has bulged outward, but the total-

temperature profile has actually become less full. As can be seen from figure 6, these

results lead to a temperature-velocity variation similar to that measured further down-

stream on the nozzle walls. (See fig. 3.) At the measuring station near the nozzle exit,

where the pressure gradient is locally small_ the velocity profile is still considerably

fuller than the total-temperature profile. This condition perhaps indicates that the
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boundary layer has not yet relaxed to an equilibrium state. Profiles computed down-

stream indicate that the temperature-velocity relation tends to approach the linear vari-

ation with increasing downstream distance. (Further calculations have indicated that the

predicted temperature-velocity relation at the nozzle exit is not a strong function of the

input profiles at the throat.)

There is another mechanism present in at least some of the available nozzle-wall

investigations which could produce a decrease in the total temperature in the wall bound-

ary layer. In the Mach 6 measurements reported herein, it was found that there was a

layer of air adjacent to the settling chamber liner which was much cooler than the rest

of the flow. If this thermal layer expands down the nozzle without mixing, the nozzle-

wall boundary layer would be growing in a cooler effective free stream until the cool-

layer mass flow is absorbed or swallowed in the wall boundary. Estimates of this

"swallowing" distance give values of up to half the nozzle length for some cases, and it

is possible that the effect within the boundary layer of the cooled mass could persist

downstream much farther.

The previous discussion has indicated that turbulent boundary layers on nozzle

walls at positions where measurements are usually made may not be in equilibrium in

the sense that the effects of upstream pressure gradients and/or thermal layers can per-

sist for large downstream distances. However, the nozzle data are useful for at least

two purposes: (1) The data can be used to improve prediction methods for boundary-

layer displacement effects in hypersonic nozzle design; and (2) these data can provide

valuable test cases for the development of nonsimilar finite-difference methods. That

is, the numerical solutions for nozzle flows can be used to evaluate the range of condi-

tions for which models of the turbulent shear term (usually based on equilibrium data)

are applicable.

Application of Theories to Mach 6, 8, and 19 Nozzle-Wall Data

Mach 8 measurements at nozzle exit.- Pitot-pressure and total-temperature mea-

surements have been obtained by William V. Feller and Robert A. Jones of Langley

Research Center in the wall boundary layer at the nozzle exit of the Langley Mach 8

variable-density wind tunnel which is described briefly in reference 38. These data in

the form of velocity and Mach number profiles and plots of _ against u/u e are shown

in figures 7, 8, and 9. Predictions from the integral and finite-difference methods are

also indicated. (A tabulation of the faired experimental profiles is given in table II.)

The measured and theoretical velocity distributions are plotted in figure 7 as a

function of y, the physical distance from the wall. Both methods predict the velocity

profile data with acceptable engineering accuracy. As can be seen in the table included

in the figure, both theories give a fair prediction of the integral parameters a and 5*.
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The corresponding experimental Machnumberprofile shownin figure 8 is pre-
dicted accurately by the integral theory over most of the boundarylayer. The finite-
difference theory underpredicts the Machnumber throughmost of the boundary layer and
indicates that the theoretical total-temperature profile is too full since the velocity pre-
diction was correct. The total-temperature--velocity plots for the Reynoldsnumber
range of the tests are shownin figure 9. All the da_ are more or less in agreement
with the quadratic type of temperature-velocity relationship. Also, within the data
scatter there seems to be little effect of Reynoldsnumber. The finite-difference theory
predicts too rapid a recovery toward the linear variation (or a final total-temperature
profile that is too full). This result is reasonablesince the eddyviscosity model used
(eq. (4)) is basedOnequilibrium data andhencemight be expected[o drive the flow
toward equilibrium too rapidly. (Further evaluationof the present eddyviscosity model
is presented in ref. 39.) However, theadditional mechanismreferred to previously
(enthalpydeficit in settling chamber flow) could causereduced total temperatures within
the boundary layer and hencemight be partly responsible for the disagreementbetween
theory and data.

Mach 19 measurements at nozzle exit.- Pitot-pressure and totai-temperature mea-

surements at Mach 19 have been obtained by William D. Harvey and Frank L. Clark of

Langley Research Center in the wall boundary layer at the nozzle exit of the hypersonic

nitrogen facility at the Langley Research Center which is described in reference 40.

Velocity and Mach number profiles and total temperature-velocity plots obtained from

these data are shown in figures 10, 11, and 12 along with the predictions of the integral

method. (A tabulation of the faired experimental profiles is given in table III.)

In the outer section of the velocity profile shown in figure 10, the prediction of the

integral theory agrees with the measurements. However, in the inner region the predic-

tion deviates from the data considerably. This discrepancy is due to the fact that a

power-law representation of the profile is not valid in the viscous sublayer which, for

the present conditions, extends out to values of y that are from 20 to 40 percent of the

boundary-layer thickness. The accuracy of the present integral method is therefore

limited by the assumption of a power-law velocity profile. The prediction of the integral

theory for the Mach number profile shown in figure 11 is not very satisfactory. The rea-

son for disagreement in the inner region of the boundary layer is probably the overpre-

diction of the velocity as seen in figure 10. The variation of total temperature with veloc-

ity indicated by the data is shown in figure 12. The data are seen to be above the

quadratic variation.

Mach 6 measurements at and downstream of nozzle exit.- Pitot-pressure and total-

temperature measurements have been obtained by William V. Feller and Robert A.Jones

of Langley Research Center in the boundary layer of the Langley Mach 6 high Reynolds
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numbertunnel both at the nozzle exit andat several stations alonga straight-pipe exten-
sion downstreamof the nozzle exit. This facility has recently becomeoperational and
has a contouredaxisymmetric nozzle with a 6° maximum turning angle and a nominal
test-section diameter of 12 inches (30.48cm). Velocity and Machnumber profiles at the
nozzle exit are shownin figures 13and 14,whereas the temperature-velocity data for the
various stations alongthe straight extensionare shownin figure 15.

Thevelocity profile data shownin figure 13are in goodagreementwith the integral-
theory prediction, as are the integral parameters 8 and 5*. (Seetable in fig. 13.) The
predicted Machnumber profile shownin figure 14 is also in reasonableagreementwith
the data.

Thevariations of total temperature with velocity are shownin figure 15for various
positions along the straight-pipe extension. The data at the first three measuring stations
(94in. (238.7cm), 124in. (315cm), and 172in. (436.7cm) downstreamof the throat) are
seento benearly the sameandare in general agreementwith quadratic variation. How-
ever, the dataat the last measuring station, which is some60boundary-layer thicknesses
(using anaverage 5 of 2 in. (5.08cm)) downstream of the nozzle exit, showa tendency
towards the linear variation. In anunpublishedU.S.Naval OrdnanceLaboratory investi-
gation by Lee andYanta at some30boundary-layer thicknesses downstreamof their noz-
zle exit (start of dp/dx = 0 flow along straight section), they were unable to detect any

tendency toward a linear variation. Thus large distances may be necessary in nozzle

flows before recovery toward a linear temperature-velocity variation occurs.

CONCLUDING REMARKS

Comparison of available flat-plate and nozzle-wall turbulent-botmdary-layer data

indicates that the variation of total temperature with velocity is generally different in the

two types of flow. Data for the flat-plate flows show considerable scatter but the average

exhibits a linear type of relationship as opposed to the more quadratic variation always

found in the nozzle data. Results of nonsimilar finite-difference calculations for the noz-

zle flows indicate that at least part of this difference is caused by the favorable pressure-

gradient history.

Profile measurements along a straight section downstream of the nozzle exit of a

Mach 6 tunnel indicate that a distance on the order of 60 boundary-layer thicknesses may

be necessary before the flow begins to revert (or relax) toward a linear temperature-

velocity variation which is perhaps typical of flat-plate type of flows.

The simple integral method used herein includes correlations taken from nozzle

wall data and gives results in good agreement with nozzle profile measurements at

Mach 6 and 8 and in reasonable agreement at Mach 18.
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TABLE I.- MIXING LENGTHVARIATION USED

IN FINITE-DIFFERENCE THEORY

y/5 1/5

0

.05

.I

.15

.2

.25

.3

.35

.4

.45

.5

.55

.6

.65

.7

.75

.8

.85

.9

.95

1.0

1.4

0

.02

.04

.055

.063

.0725

.08

.083

.0875

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09

.09
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TABLE H.- DETAILS OF MACH 8 PROFILE

M_=7.99, 0= 0.239 cm, 5"= 2.609 cm,

Tw/Tt,_= 0.43, Re, 0=3.1x 10_

y, am

0

.254

.381

.635

1.27

1.90

2.54

3.18

3.81

4.44

5.08

5.72

6.35

6.98

7.62

8.26

U/Ue

0 0

.67 2.61

.715 2.94

.766 3.36

.827 4.06

.864 4.67

.895 5.26

.918 5.86

.935 6.41

.951 6.90

.966 7.32

.980 7.63

.99O 7.80

.996 7.90

.999 7.98

1.0 7.99

M Tt/Tt,

0.43

.725

.755

.791

.830

.855

.881

.90

.915

.932

.95

.971

.986

.995

.999

1.0
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TABLE III.- DETAILS OF MACH 19PROFILE

Moo= 19.47, O = 0.185 cm, 5*= 4.84 cm,

Tw/Tt, oo= 0.177, Re,8=5.14×103_

y_ am
oo

0

.202

.634

1.142

1.650

2.158

2.666

3.174

3.682

4.190

4.698

5.206

5.714

6.222

6.730

7.238

7.746

8.254

8.762

9.270

U/Ue

0

.074 .33

.260 1.25

.464 2.55

.586 3.35

.683 4.40

.761 5.50

.810 6.75

.838 8.00

.859 9.20

.881 10.4

.877 11.60

.889 12.70

.928 13.85

.939 14.95

.965 16.00

.974 17.10

.981 18.85

.999 19.05

1.000

M T_/Tt,

0 0.177

.254

.281

.377

.489

.579

.667

.720

.748

.773

.801

.789

.806

.872

.890

.937

.954

.964

.999

19.45 1.000
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A COMMENT ON COMPARISON OF PREDICTION METHODS AND STbDIES

OF RELAXATION IN HYPERSONIC TURBULENT BOUNDARY LAYERS

By Robert A. Jones

NASA Langley Research Center

The preceding paper alluded to another mechanism which may account for at

..... v_loc±_j-_emp_ra_ure relation-least a part of the difference be_w_i the linear -^ _- _ ^ _-

ship generally found for flat-plate boundary layers and the more nearly second
degree curve variation found for the Mach 6 tunnel wall data. This mechanism

was revealed by a recent survey of the flow in the stagnation chamber of the

facility.

A sketch of the Mach 6 high Reynolds number facility is shown in figure i.

The nozzle is axisymmetric and contoured with a maximum flow turning angle of

only 6° to reduce the longitudinal pressure gradients. The 8-foot-long nozzle

is followed by a 13-foot-long straight-pipe section of 12-inch diameter.

Boundary-layer surveys were made at various longitudinal stations as indicated

in the sketch. This stagnation chamber is of conventional design with a thin

liner (inside diameter 20 inches) to insulate the flow from the heavy pressure

vessel and a diffusing cone followed by a series of screens to straighten the

flow. Before making a data run, the liner and nozzle throat are preheated by

hot air flow. Approximate stagnation conditions for the data presented in the

preceding paper were 450 ° F and 550 psig with a corresponding flow velocity in

the stagnation chamber of 4.8 ft/sec. Two total-temperature probes were mounted

in the stagnation chamber as indicated in the sketch. One was fixed at a posi-
tion very near the center line and the other was movable.

The results of a detailed total temperature survey in the stagnation cham-

ber are shown in figure 2 where y is the distance from the inside wall of the

liner. Note that the total temperature was uniform over the entire chamber

except for the region very near the liner (y _ 0.8 inch). In this region a

rather large temperature deficiency existed. The estimated laminar boundary-

layer thickness at this position was only 0.060 inch based on the local condi-

tions and a flow length of 1 foot from the screen. A similar estimate for the

turbulent boundary-layer thickness gave 0.20 inch. Since turbulent mixing

should not occur outside the dynamic or velocity boundary layer in the entrance

section of the nozzle, it is thought that the nozzle boundary layer grows in a

layer of air having a lower total temperature than the central core of the flow.

A crude mass flow calculation indicated that this lower temperature layer of air

is "swallowed" by the boundary layer about half-way down the nozzle and in the

test-section boundary layer at a position 172 inches downstream of the throat

about half of the boundary layer could be influenced by the low temperature
layer.

A similar total-temperature distribution was found in the Mach 8 variable

density tunnel. The stagnation chambers of both these facilities are very sim-

ilar to those of most hypersonic facilities; thus, it is believed that most of
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the high Mach number tunnel wall boundary-layer data presently available were

taken under similar conditions and may have been influenced to an undetermined

extent by settling chamber flow anomalies. It is believed that these low tem-

perature layers can be eliminated by electrically heating the entire stagnation

chamber_ connecting piping_ and nozzle throat_ and that new boundary-layer

surveys can be made in the absence of such effects.
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CROSSHATCHING

By Howard K. Larson and Philip R. Nachtsheim

NASA Ames Research Center

The subject of crosshatched ablation patterns has received considerable

attention recently. The knowledge concerning this phenomenon as of June 27,

1968, is summarized in reference 1 which gives the highlights of a technical

interchange meeting held at Aerospace Corporation, San Bernardino, California.

At this meeting the results of many theoretical and experimental studies aimed

at explaining crosshatching were presented. Several of these presentations

resulted from work that had been previously or was subsequently published. See

for example, references 2, 3, 43 and 5.

Based on the presentations, two significant factors became apparent to the

authors:

(1) All the wind-tunnel models on which crosshatching had been observedhad

significant surface roughness on the ablated surface upstream of the cross-

hatched region. It was felt that this fact was related to the controversial

point as to whether the crosshatch pattern was moving or was body fixed.

(2) All the theoretical gasdynamic approaches to the explanation of the

crosshatching phenomenon, with the exception of the approach presented in ref-

erence 5, were not coupled to the ablation process. In reference 5 the gas-

dynamics is coupled to the ablation process via a melt layer. Experimental

verification of this coupling would entail testing different materials in the

same gasdynamic environment. It was for these reasons that the authors felt

that an experiment should be conducted in a facility that provided smooth abla-

tion on models made of different materials.

Hence, several right circular cones made of various types of Teflon were

tested in the stream produced by a 4,000-pound-thrust model rocket engine fueled

with gaseous hydrogen and liquid oxygen at the NASA Marshall Space Flight Center

Test Laboratory, Huntsville, Alabama. The approximate dimensions of the cones

were a base diameter of 3 inches and a length of 12 inches, with an initial tip

radius of 1/16 inch. The rocket was operated at a stagnation pressure of

lO00 psia, an oxygen-fuel ratio of 5, a characteristic velocity of 7500 feet

per second, an expansion ratio of 8.5, and had an exit diameter of slightly

greater than 5 inches. The models were exposed to the stream for 3.5 seconds

by means of a rapidly actuated flame shield. Figure 1 shows a typical model

prior to test and figures 2 to 6 show the post run results from five different

materials. It is fully recognized that testing models of this size in such a

small diameter exhaust results in a very nonuniform stream. The gross shape

change is interpreted as resulting from boundary-layer transition. The minimum

change in model radius occurs at the beginning of transition with the maximum

change in radius occurring at the end of transition or the beginning of turbu-

lent flow. This leads to the necked-down appearance of the models. The cross-

hatched pattern begins downstream of the "neck" originating as impreceptibly
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shallow grooves. No surface roughness is observed to initiate the pattern and

there is no perceptible evidence of either streamwise grooving or transition

wedges. The subdued appearance of the patterns in figures 9 and 6 is misleading

due to the photographic technique used in making the pictures. The light source

is pointed down on the model tip from above the cone axis. It is the translucent

nature of the model materials in figures 5 and 6 that subdues the patterns which

are physically more evident than those on the model shown in figure 2.
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RECENT APPLICATIONS OF THE METHOD OF INTEGRAL RELATIONS TO

TURBULENT BOUNDARY LAYERS WITH HEAT TRANSFER

AND PRESSURE GRADIENTS

By Jack N. Nielsen and

Gary D. Kuhn

Nielsen Engineering & Research, Inc.

SUMMARY

The method of integral relations used extensively to study

laminar boundary layers, attached and separated, has been extended

to compressible turbulent boundary layers with heat transfer and

pressure gradients. A brief outline is given of the method, which

requires as its only empirical input an eddy-viscosity model. A

computer program based on the method has been applied to three

illustrative cases. In the first case it is shown that the varia-

tion of flat-plate skin-friction coefficient with Mach number and

surface temperature is predicted well by the method. In the second

case, one of interaction between a hypersonic flat-plate boundary

layer and an oblique shock wave, fair to good agreement is obtained

between experiment and theory. The third case involves hypersonic

flow past an axisymmetric compression flare with appreciable pres-

sure gradients normal to the flare surface. By adjusting the

measurements for the normal pressure gradients, good agreement

between boundary-layer theory and experiment is obtained. An

engineering method of adjusting boundary-layer theory for the nor-

mal pressure gradients is also presented.

INTROD UC TI ON

The method of integral relations (ref. i) has been extensively

applied to laminar boundary layers, attached and separated, by a

number of investigators (refs. 2 through 16). The method has also

been applied to a lesser extent to turbulent boundary layers for

the incompressible case (refs. 17 through 20) and for the compress-

ible case with heat transfer and pressure gradients (refs. 21

through 23). Its application to turbulent incompressible boundary

layers has been successful for constant pressure and accelerating

flows, but less successful for decelerating flows especially those

culminating in separation. This is due in part to the fact that

applications of the method to turbulent boundary layers to date

have not been formulated to handle the separation point singularity

as has successfully been done for the laminar case. Also, some of
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the data do not obey the two-dimensional momentum equation approach-

ing separation. This report describes the application of the gen-

eral Dorodnitsyn method to high-speed turbulent layers with heat

transfer and prescribed pressure gradients. Cases of boundary-

layer, shock-wave interaction are investigated, as well as axially

symmetric compression surfaces with large normal pressure gradients.

Greater detail on some of the results may be found in references 21

and 22. The research was accomplished in part under contract to

the Air Force Flight Dynamics Laboratory and in part under contract

to Ames Research Center.

SYMBOLS

aij

ci,c2,c3,. • .

ci,c2,_3,. • .

M

coefficients in equation (2)

functions defining velocity gradient in equation (i)

derivatives with respect to

free-streamMach number

edge Mach number at beginning of pressure rise

P static pressure

Po static pressure at beginning of pressure rise

Pw

Pi

RI,R2,R 3

static pressure at surface of body

eddy-viscosity integrals, equation (3)

nonhomogeneous terms in equation (2)

free-stream Reynolds number per unit length at edge of

boundary layer at beginning of pressure rise

distance along surface of compression flare starting at end

of cylinder

Tt o

Tw

total temperature at edge of boundary layer (assumed constant)

wall absolute temperature

u local velocity

u ratio of local axial velocity in boundary layer to value at

the edge of the boundary layer

Uw velocity at edge of boundary layer if edge pressure is raised

to the wall pressure isentropically

x axial distance along plate measured from leading edge
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Y

5

P

p'
w

T

Subscripts:

i

O

5

distance normal to the surface

boundary-layer thickness

boundary-layer displacement thickness:

when 8P 0, = dy-- = 8" pu

when  wU;)

turbulent eddy viscosity

boundary-layer momentum thickness:

when _---= O, e = p__u _ dy

PBu8 Us/

when _o,

wedge angle of oblique shock generator

coordinates in Dorodnitsyn plane parallel and perpendicular

to surface_ respectively

local density

density at edge of boundary layer if edge static pressure

is brought up to wall pressure isentropically

shear stress in boundary layer

incompressible

beginning of pressure rise

edge of boundary layer

GENERAL DESCRIPTION OF METHOD

The method of integral relations is a mathematical technique

for solving partial differential equations which has been applied

to the laminar boundary-layer equations by Dorodnitsyn (ref. i).
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The boundary-layer equations for compressible flow with heat trans-

fer and pressure gradients are first transformed to an incompress-

ible form by the Stewartson transformation, and then to a form inde-

pendent of viscosity by the Dorodnitsyn transformation• The solu-

tion is obtained in the Dorodnitsyn plane with coordinates _ and

_. First the__normal velocity gradient, _/_ is represented as a

function of u with a prescribed number of arbitrary parameters•

The following relationship has been used.

(i - (1)
%7=c +cq+cq2 +...

1 2 S

where the parameters c1_c2,Cs,--- are functions of _, the stream-

wise coordinate in the Dorodnitsyn plane• The differential equa-

tions of continuity, momentum, and energy are combined linearly in

certain simplifying ways through the us_ of weighting functions.

These functions are functions only of u with certain mathematical

properties to avoid singularities and to guarantee linear indepen-

dence• The equations resulting fr__om the linear combinations are

then integrated with respect to u across the boundary layer. The

integration produces an independent ordinary differential equation

for each weighting function• As many equations are generated as

arbitrary parameters are utilized in the normal velocity-gradient

representation• In principle, if a proper representation is used

together with linearly independent weighting functions, convergence

will result• Convergence has been demonstrated for many exact so-

lutions to the laminar equations. For turbulent layers generally

there are no exact solutions to demonstrate such convergence•

The method applied to turbulent boundary layers yields ordi-

nary differential equations in terms of the coefficients

cl,c2,Cs,.., which define the velocity profile• The equations
have the form

a 6 + a & + --- + a 6 = R
ll 1 12 2 in n 1

a 6 + a 6 + --- + a 6 = R
21 1 22 2 2n n e

a c + a c + "'" + a c = R
nl i n2 2 nn n n

(2)

where the dot indicates differentiation with respect to the stream-

wise direction and the coefficients aij are constants• The non-
homogeneous terms RI,R2,Rs,--- contain skin-friction terms,

pressure-gradient terms, and shear integrals of the form
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1

Pi= f

o

N

_(i-I ) du (3)

The shear and the eddy viscosity are related by

_u

--c (4)

Thus, an eddy-viscosity model is all that is needed to integrate

equation (2) starting from given initial conditions. The incom-

pressible viscosity model used in the inner part of the boundary

layer is based on the law of the wall together with the classical

Prandtl assumption of constant shearing stress in the inner layer.

The eddy viscosity in the outer layer is taken as constant in

accordance with the result of Clauser (ref. 24). The compressible

eddy viscosity in the inner layer was obtained with the help of

the Baronti-Libby transformation (ref. 25) and in the outer layer

by simple density scaling of the Clauser result. For complete
details_ see reference 21.

A computer program has been written (ref. 23) for calculating

solutions to compressible_ turbulent, boundary-layer flow over two-

dimensional or axisymmetric bodies subject to prescribed pressure

distributions. The program, based on the use of three parameters

in the velocity profile, contains the following assumptions:

(i) The laminar and turbulent Prandtl numbers are unity.

(2) The surface temperature is uniform.

(3)

(4)

(5)

stant.

The flow at the edge of the boundary layer is isentropic.

The Chapman-Rubesin constant is unity.

The specific heat ratio and the specific heats are con-

(6) The slope of the body with respect to the free-stream

direction is not large.

COMPARISONS BETWEEN EXPERIMENT AND THEORY

FOR FLAT PLATES

In order to verify the general correctness of the method_ it

has been applied to the prediction of the variation of skin-

friction coefficient with Reynolds number, Mach number_ and
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temperature ratio. In order to start the integration it is neces-

sary to determine initial values of the parameters cz, c2, and c s

characterizing the initial velocity profiles. Approximate values

were obtained by fitting experimental profiles by the method of

least squares. The solution generated from such initial conditions

soon developed asymptotic trends demonstrating a "locked-in" solu-

tion. The skin-friction coefficients determined by this method are

shown in figure 1 for a range of Mach numbers and wall temperature

ratios for a fixed Reynolds number. The wall temperature ratio is

that of the wall temperature to the total temperature at the edge

of the boundary layer assuming a Prandtl number of unity. Also

shown are the predicted skin-friction coefficients from two empiri-

cal methods; the T' method of Rubesin (ref. 26) and the Spalding-

Chi method (ref. 27). The general agreement is good so that the

main effects of compressibility and heat transfer are predicted

well by the method.

Some turbulent velocity-profile data were taken on a flat

plate during the course of the experimental investigation reported

in reference 28. Two velocity profiles for a turbulent boundary

layer on a 4-foot flat plate are shown in figure 2. The agreement

between the experimental and theoretical velocity profiles is con-

sidered good.

BOUNDARY-LAYER, SHOCK-WAVE INTERACTI ON

The flat plate discussed above was used for a boundary-layer,

shock-wave experiment. For the same test conditions as those of

figure 2, an oblique shock generator with a 5 ° wedge angle was

used to cause shock impingement between the first and second measur-

ing stations shown in figure 3. The boundary-layer development was

computed by the computer program using the experimental wall pres-

sure distribution. The variation of displacement thickness with

x distance is in good agreement with theory both with and without

shock impingement. The variation of the theory and experiment for

momentum thickness e is fair for no shock impingement, but the

effect of shock impingement in reducing the momentum thickness is

overestimated. The theory is based on the assumptions that the

pressure is constant across the boundary layer and that the flow

at the edge of the layer is isentropic. It is known that for turbu-

lent boundary layers the shock wave penetrates deeply into the

boundary layer (ref. 29) causing pressure gradients normal to the

surface and introducing entropy changes at the edge of the boundary

layer. Accordingly, the method cannot be expected to predict the

shock-structure in the outer part of the boundary layer (above the

M = 1 line) in the interaction region. If proper account is taken

of the entropy changes, it might be expected that the boundary-

layer theory would give fairly good results downstream of the in-

teraction region when the pressure has become fairly uniform across

the layer.
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The actual wall pressure distribution for the case of figure 3
is shown in figure 4(a). The values of 6* and e shown in the
previous figure for the impinging shock case correspond to an axial

position of 2.17 feet from the leading edge at a position near the

end of the pressure rise. The velocity profile at this station is

shown in figure 4(b). It is seen that the velocity profile has not

yet filled out to a fully turbulent profile, although it is fairly

close to this condition considering the fact that the pressure rise
is not complete.

AXISYMMETRIC COMPRESSION SURFACES

The method has been applied to an axisymmetric compression

surface tested by Hoydysh and Zakkay (reference 30) at a Mach

number of 5.75. The model was a hollow circular cylinder culminat-

ing in a compression flare as shown in figure 5(a). The measured

surface pressure distribution is shown in figure 5(b) together

with the pressure distribution at the edge of the boundary layer.

The static pressure drop across the boundary layer is large; the

pressure drop is essentially an inviscid effect due to the sharp

curvature of the compression surface. Since the boundary-layer

data are thus influenced by large normal pressure gradients due to

curvature, some basis for comparison between experiment and

boundary-layer theory must be arrived at. In the first approach

consider that the boundary-layer data are to be adjusted for the

effect of normal pressure gradient and compared with conventional

boundary-layer theory. In the second approach consider that adjust-

ments are to be made to a boundary-layer theory so that a predic-

tive method is obtained. In the first approach the measured values

of 6* and e may be adjusted by incremental values of these

.quantities which account for normal pressure gradients. Consider

an inviscid, isentropic flow with the measured static pressure dis-

tribution. Its velocity and density profiles would be known, and

inviscid values of 6_ and e i for these profiles could be cal-

culated. Assuming superposition, the values of 6*i and e i would
be subtracted from the measured values of 6* and @ to yield

values for comparison with predictions of boundary-layer theory.

Figures 6 and 7 show comparison between the predicted and

measured values of 6* and e. The circles in figure 6 represent

the displacement thickness as measured, and the squares represent

the measured values adjusted for normal pressure gradient as

described above. It is seen that the corrections are sometimes

larger than the measured values. The agreement between theory and

the adjusted experiment is very good. In fact, the agreement is

remarkable in view of the size of the corrections and the assump-

tion of superposition for a nonlinear flow problem. The angles

appearing in this and subsequent figures denote the local slope of

the flare surface. Comparisons similar to those for displacement
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thickness are shown for momentum thickness in figure 7. The cor-

rections are relatively not so great as for displacement thickness.

The correction improves the agreement with adjusted experiment only

at the very high ramp angles.

In addition to the boundary-layer measurements the local heat-

transfer rates were measured on the flare. The experimental results

are shown in figure 8 as the ratio of the local rate to that at the

beginning of the flare. The comparison between the predictions and

the data shows very good agreement. Hoydysh and Zakkay were able

to obtain skin-friction coefficients by correlating their velocity

profile measurements on the basis of the law of the wall and the

Baronti-Libby transformation. The skin-friction coefficients so

obtained were in good agreement with those predicted by Reynolds

analogy using the measured heat-transfer rates. Since is was pos-

sible to predict the local heat-transfer rates with the present

method which neglects normal pressure gradients, it follows that

normal pressure gradients have little influence on the skin-friction

coefficient provided the wall pressure distribution is used in the

boundary-layer calculation.

The previous method of adjusting boundary-layer measurements

for normal pressure gradients in order to compare it with boundary-

layer theory does not constitute a predictive method. Also, it is

based on measured static pressure profiles and on known boundary-

layer thicknesses. A predictive method was presented in refer-

ence 22 together with suggested improvements which have been car-

ried out herein. In essence the method starts with the predicted

boundary-layer quantities neglecting normal pressure gradients and

adds increments to account for normal gradients. The first step

of the predictive method is to calculate the boundary-layer gross

quantities and its velocity profiles using the present computer

program with the wall pressure distribution determined on the basis

of any appropriate theory. The normal pressure gradients are then

calculated from inviscid flow theory as the second step. A simple

approximate relation for such normal gradients can be obtained in

terms of flare curvature and Mach number at the edge of the bound-

ary layer. Alternately, the normal gradients can be obtained by

the method of characteristics.

In the third step it is assumed that the static pressure at

any point in the velocity profile now falls isentropically from

wall pressure to the value it would have with normal pressure gra-

dients. The boundary-layer velocity thus increases everywhere,

especially at the outer edge, where the pressure drop is largest.

At the same time the density drops everywhere in the boundary

layer, and the boundary layer thickens in accordance with continu-

ity. The corrections A6* or Ae to be added to the boundary

layer values can be easily calculated as the differences between

6* and e for the boundary layer after pressure drop and before

pressure drop.
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The foregoing prediction method was applied to the preceding

compression flare to test its validity. In applying the method

the experimental normal pressure distributions were used. The

results of the prediction method are shown in figure 9 for dis-

placement thickness. The very considerable increases in displace-

ment thickness are fairly well predicted by the theory for small

flare angles but for large flare angles the predicted correction

is not large enough. The comparison is shown in figure i0 for

momentum thickness. Fair agreement between theory and experiment

is seen. The relatively smaller corrections for e than for 6

are noteworthy. It is considered that the proposed method is a

simple engineering method for making approximate adjustments to

boundary-layer theory for normal pressure gradients in lieu of

more exact solutions properly accounting for the simultaneous non-

linear effects of normal pressure gradients and viscosity.

CONCLUDING REMARKS

A description has been given of the application of the method

of integral relations (ref. i) to the calculation of compressible

turbulent boundary-layer characteristics with pressure gradients

and heat transfer. The detailed method is described in refer-

ence 22, and a computer program to do the calculation is described

in reference 23. The method is applicable to two-dimensional or

axially symmetric bodies, and the computer program has been written

for isentropic conditions at the edge of the boundary layer and

arbitrary pressure distributions.

Three example applications of the computer program have been

shown. In the first example it was shown that the general method

properly accounts for the effects of compressibilityand heat

transfer on skin-friction coefficient with only the present eddy-

viscosity model as empirical input. In the second example the

method has been applied to a case of interaction between an oblique

shock wave and a turbulent boundary layer which was not separated.

The quantities at the downstream edge of the pressure rise were

predicted fairly well. The third application of the method was to

an axisymmetric compression surface attached to a hollow cylinder

tested at hypersonic speed. The normal pressure gradients were

such as to invalidate the usual assumptions of boundary-layer

theory. However, when the experimental displacement and momentum

thicknesses were adjusted to account for normal pressure gradients,

the comparisons between experiment and boundary-layer theory were

good. The comparison between experiment and theory for local heat-

transfer rates was good without accounting for normal gradients.

A predictive method is presented based on adjusting boundary-layer

theory for normal pressure gradients. Fair agreement between the

predicted and measured gross boundary-layer properties is found.
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SOI,_ PdEC_T WO_N_ ON COI_PP_SIBLE TURBULenT BOD3_DA_RY

LAY_S _d_D EXCRI_C_CE DP_G

By !_.G. Winter and L. Gaudet

Royal Aircraft Establishment, Bedford, U.X.

The analysis, leading to a simple method of calculating skin friction

and profiles, of boundar_ layer characteristics at high Reynolds number

and },lach numbers between 0.2 and 2.8 measured on the sidewall of the 8ft

x 8ft tunnel is described. An extension to include the effects of sur-

face rou_hness is indicated. Some results are also given for the drag

of discrete excrescences immersed in a turbulent boundary layer.

IETRODUCTIOi_

This note summarises some of the recent work undertaken in the Royal

Aircraft Establishment with the aim of improving the estimation of the

surface friction drag of aircraft including the effects of distributed

surface roughness and discrete excrescences. The major experiment has

been the measurement of the surface shearing stress and boundary layer

characteristics on the sidewall of the 8ft x 8ft wind tunnel, in which

situation large Reynolds numbers can be achieved. Some results of this

experiment have been published' but it is considered that the subsequent

analysis of the results described herein has revealed characteristics of

turbulent boundary layers at compressible speeds _ich are of general

interest. Since the preparation of re%.1 further data has been obtained.

This together with the re_nalysis of the experiment has led to some modi-

fication of the conclusions of re%.1.

A tentative extension of the method for calculating flat plate tur-

bulent boundary layers to include the effects of distributed rougJmess

is proposed and comparedwith measurements of the drag of roughened

cones.

The measurements made on the tunnel sidewall have been extended to

the drag of discrete excrescences totally or partially i,mmersed in the

boundary layer. Some preliminary results are given.
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C2
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SYMBOLS

defined by equation (3)

defined by equation (4)

local skin friction coefficient

mean skin friction coefficient

drag coefficient

lift coefficient

roughness function

velocity defect function

compressibility factor on skin friction

compressibility factor on momentum thickness

compressibility factor on roughness Reynolds number

boundary layer shape factor = 81/82

i i
'incompressible' boundary layer shape factor = 81/82

roughness height

Mach number

recovery factor

roughness Reynolds number = usk/v 8

streamwise length Reynolds number = uSx/v 8

momentum thickness Reynolds number = u882

v8

ambient temperature

total temperature

velocity
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u

X

Y

5

g I

5 2

friction velocity

longitudinal distance

distance from wall

boundary layer thickness

displacement thickness =

momentum thickness

0

PsU8

51 _ u

: u
0

A energy thickness =/ _u T_ 1
-lay

Psu8

9 wake function

K mixing length constant

v kinematic viscosity

viscosity

p density

Superscript i refers to equivalent incompressible conditions

Subscript w refers to wall conditions

Subscript 8 refers to conditions at edge of boundary layer

FLAT PLATE TURBULENT BOUNDARY LAYERS AT HIGH REYNOLDS NUMBER

Measurements

The measurements were made on the sidewall of the RAE 8ft x 8ft

Wind Tunnel over a Mach number range from 0.2 to 2.8. A preliminary
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description of the experiment has been given in ref.1.

The measurements consisted of surface shearing stress obtained

directly using a force balance and velocity and temperature profiles.

All the measurements were taken at one station, with a range of Reynolds

numbers obtained by variation of stagnation pressure. The effective

run of the boundary layer was determined as about 40 feet at subsonic

speeds and about 30 feet at supersonic speeds, giving Reynolds numbers
up to about 200 million at low speed (M = 0.2) and up to about 100 million

in supersonic flow.

Analysis

The basis of the analysis is the observation, illustrated in Fig.l,

that for the Mach number range of the experiment (up to M = 2.8), the

boundary layer shape parameter is uniquely related to the Reynolds number

based on momentum thickness, provided the parameters are evaluated as

though the boundary layers were incompressible. That is

/ _i
i i /Psu882_ (I)

H12 = H12 _}\ _8 /

where superscript i denotes that density is taken to be constant, and

subscript 8 denotes conditions at the edge of the boundary layer.

By utilising the concept of a velocity defect function the shape

parameter can be related to the local skin friction coefficient (in the
form of uz

_, the 'incompressible' friction velocity, the definition of

which for compressible flow has still to be determined) as follows:

u8 - u i_1 (2)------'r--. = F
:1.

u

hence CI = -_ -_- F (3)
N

\u4

8_ - = F (_)
8

ui c2 (5)
_-'_d 1 - 1-

H12

Takings velocity profile of the form
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and evaluating at the edge of the boundary layer gives

Hence a momentum thickness Reynolds number can be expressed in terms of
the friction veloeityby using equations (3) and (7) to give

_u8

ci - 7
P,.e&i = _ e e '_

-2 H12

(8)

and eliminating the friction velocity by using equation (5)

P'-e82 = C1 e - K_(1) % e
3.

tt12

gives

_;02 1

cI I-!
i

H12 (9)

An evaluation of equation (9) is shown on Fig.l, with the following
values of the constants:

= 6.55C2

(io)

The first of these constants was derive&from a least-squares fit

of data at M = 0,2 to equation (5). The values for the other two were

derived from a least-squares fit of all the experimental data to

equation (9).

Apart from scatter at low Reynol@s numbers where the data is inac-

curate the form of the variation of H_2withRes_-z is well represented by
equation (S).
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By elimination of HiLo from equation (8) by means of (5) the following

skin friction equation results

In order to make use of equation (ll) as a skin friction law in compressible

flow, it is necessary to determine factors as a function of Mach number to relate

to uT and 8i to 82 . We define

2

and
i

52 (13'
F5 = 52

F c was determined using equation (5) with measured values of u T. Its variatior

with Mach number is shown in Fig. 2a. A plot of F5 against Math number using

equation (13) is given in Fig. 2b. The points plotted in these figures are for

a range of Reynolds number at Mach numbers of 1.4, 2.2, and 2.8 but for a single

Reynolds number only at other speeds. An appreciable scatter for F c at

M = 1.4 is apparent, and a scatter for F5 at M = 2.2, with F5 decreasing

as Reynolds number is increased.

The excellent correlation of local skin friction measurements with momentum

thickness Reynolds number on the basis of equation (ll) and the factors Fc and

_6 is shown in Fig. 3.

For practical application both local and mean skin friction are required in

terms of a Reynolds number based on stresmwise length. Writing now = -IT
u5 '

the mean skin friction coefficient can be obtained from equation (ll) as

(14

An approximate equation for local skin friction is the Von Karman formula in the

form given by Coles2:

Ii i 2Cle-aCp(1)e _f] C2
cf Re X = - +

Where for compressible flow

icill+ +
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c i
f = F cf )C "

/
h

i ,!

CF = F c CF J

Redi = F 8 Re 8 ,_

• % )
ReZ = _ Re )

x _ x
c )

_[easurements at four Iffach numbers are compared with equations (14)

and (15) using the factors (16) in Fig.4 and can be seen to be in excel-

lent agree;_ent.

The good correlation of Fig.4 is, of course, to be expected since

the data has been used to define the skin friction formulae. It is there-

fore interesting to compare with data from other sources. This has been

done in Fig.5 where most of the available data for I_ach numbers up to

about 4, in which s]cin friction has been directly measured, has been

plotted. The scatter is considerably increased compared with Fig.4 but

it is difficult to discern any consistent lrends of disagreenent with the
calculated line shovm.

The results of the experiment at selected Mach numbers are compared

in Fig.6 with some existing methods of estimating skin friction. In Fig.

6a mean skin friction is shown as a function2_f streamwise length Re_n_olds
number as calculated by the Spalding and Chi _ and Sommer and Short zp

methods. As can be seen there is little to choose between the various

proposals but contrai7 to the previous conclusion of ref.1 the data at

supersonic speed are better fitted to Sommer and Short than to Spalding

and Chi. In Fig.6b the measured local skin friction, as a function of

momentum thickness Re2molds nun_er, is shown to agree well with the pre-

diction of Coles 21. at low speed but is i_creasingly underestimated as

Nach number increases.

Velocity profiles

The velocity profiles are not sho_. The variation in slope of the

linear portion (in the usual semi-logarithmic plot) with !_ach number is

in good agreement with that predicted by equation (6). It is of interest,

however, to check that the wake component in the velocity profile is inde-

pendent of Nach number in the form of equation (6). From the profiles

the wake component Au (_)
= @ has been extracted and is shown in Fig.7.

l

Fig.Ta shows that at_a Mach number of 0.2, though there is some scatter,

there is no systematic variation with Reynolds number.Fig.Tb shows that

the wake component is indeed independent of Nach number when expressed in
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i
terms of the equivalent incompressible friction velocity u . A simple

expression which fits the data in Fig.7 in the range 0.13 < _ <1 is
o

u-T 0.707 /_]
T

This expression is more satisfactory than the 'cosine' wake component

commonly used, in that when summed with the logarithmic component, zero

slope of the velocity profile i_ obtained at the edge of the boundary

layer. It is very similar in form to that suggested by Clauser 12 for

constant pressure but its magnitude is only about two-thirds.

Temperature profiles

Ix calculating integral parameters from measured velocity profiles

in e_eriments where the temperature profile has not been measured, a

co_on assumption is that the modified Crocco profile obtains. For

zero heat transfer this may be written in the fo_i_

I I

T T 2

T8 Tw

Measured temperatures for all profiles at a Nach number of 2.2 together

with data from other sources are plotted in the manner suggested by

equation (18) in Fig.8. The modified Crocco form in fact leads to an

energy deficit in a boundary layer, and so,as expected in a boundary

layer with zero heat transfer, the measured data fall below the Crocco

line. There is reasonable agreement between the various data. A line

of slope 0.98 times that of the Crocco line, though incorrect at the

edge of the boundary layer, fits the data well and could be of practical

use in calculating boundary layer profiles.

Fig.ga illustrates, for a typical point at a Naoh number of 2.2,

the distribution of relative energy flux across the bounda_T layer thick-

ness. The compensation of the reduced energy flux near the wall by an

increase over the outer part of the boundary layer is clearly shown.

In Fig.gb values of energ_ thickness obtained for boundary layers over a

range of Nach number from 1.4 to 2.8 are shown. There is scatter but

the energy thickness is clearly sho_wn to be small. To give a scale to

the figure the energy thickness for the profile shown in Fig.ga has been

calculated for a Crocco type t_nperature profile. This calculation

gives a value of A = - 6 x 10 -3 ie. in excess of any of the values shown

in Fig.gb.
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As has been pointed out by Adcock et al, 13 the temperature assumption

used in calculating the properties of a turbulent boundary layer from

pitot pressure measurements alone can have a large effect on the integral

parameters. This is illustrated for the present measurements and also

for those of Adcoc._et al in Fig.10, where are plotted the errors incurred

l for assumptions of either constant total temperaturein 82, 5_, H12, H12

or the modified Crocco distribution with r = 0.89, compared with measured

temperature distributions. The important point is that with r = 0.89

momentum thickness will be in error by about 5% at _,[= 3 and I_:_ at 2[ = 6,

but that with constant total temperature the errors are small. The

'incompressible' shape parameter h 12 is hov,'ever better calculated talcing
r= 0.89.

EFFECT OF DIS'I_IBUTED ROUG?nYE,SS

Extension of calculation method

For incompressible flow the velocity profile, over a surface with

roughness height k, can be expressed as

u i log + +fU K

where the function f is in fact negative and, as shown by Clauser 12, its

form is dependent upon the tyne of roughness. In the present calcula-
* _17 ha beentions the form derived by Ni_u,rads_ s assumed.

It has been shown by Hama 16 that equation (5) is applicable to

boundary layers on rough wallsj hencej the sPdn friction law is given by a

modified form of equation (11) as _u - _f

Re52 = C1 e- z_(p(1) (I _ _1_ C ll) e u5 (20)

By use of this equatiou _,:ith a Nikuradse type function f, together with

a numerical integration,

Rex = 2/_f d IRes_ (21)

calculations have been made of the boundary layer development on a flat

plate in incompressible flow. It is convenient to use as a parameter

in these calculations a roughness Reynolds number

k u8

= (22)
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ku
so that for incompressible flow (_f)= k (23)

V \2/

Fig.11 shows the results of the calculations in terms of the ratio of the mean

skln friction coefficient of a rough surface to that of a smooth surface as a

function of Re k for a range of Reynolds number based on streamwise length.

The results of Fig.11 are for incompressible flow. For compressible

flow equivalent values of the various parameters are required. We have shown

that the incompressible profile for a smooth wall is applicable to compressible

flow, provided that an effective friction velocity uI is used. It is sugges-

ted that the factors Fc and F8 are still valid in co_mpressible flow over a

rough wall. However, it is likely that conditions at the wall control the

behaviour of the roughness function

ku

f = f_..._ (24)
\ w/

Hence it is proposed that the e_livalent value of Re K is that to give the same
ku

value of x as for incompressible flow. We therefore define a roughness
w

V w

factor Fk where

Re k : Fk Re k (25)

I

(Fc) 

The inset graph in Fig.t1 shows the variation of F k with _!aoh number.

Comparison with experinent

A comparison with measurements made in the _ 8ft x 8ft wind tunnel of

the drag of cones of various surface finish has been made. (Though this com-

parison only is shown, it should be remarked that the calculations are in fair

agreement with the measurements of Fenter 25. The predicted skin friction is

somewhat lower than he obtained for roughened plates but the predicted ratio

of the drag of rough to smooth plates is in good agreement with his measure-

ments). The cones were of 10 degree total angle, 5 feet long. One cone had

a smooth surface, three others had the steel surface photo-etched over the

middle 3 foot length of the cone. In fact the smooth rear frustum, of length

I foot, was common to all cones. The depth of etching was 0.002, 0.004 and

0.010 in._leaving a raised pattern of triangles which was geometrically simi-

lar for the three depths and gave a ratio of raised surface area to total

surface area of between I0 and 15%. The cones were mounted on a balance via

a sting support, which also carried a block close behind the base of the cones

and extending the conical surface. It was hoped in this way that the pressure

forces on the cones would be small. However, the pressure in the slit at the

cone base was found to be very sensitive to the boundary layer conditions on
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the cone surface, and the accuracy of the measurement of skin friction was

degraded by the necessity to apply a large and varying pressure drag correctim_

A transition trip of eight glass beads of 0.020 in. diameter was fixed

0.5 in.from the apex of the cones. It is of interest firstly to compare the

skin friction drag of the cones with that predicted by the method described in

the previous section. In order to calculate the drag the boundary layer mo-

mentum equation, including a divergence term, was integrated step by step,

with the local skin friction being given by equation (I I). It was thus

assumed that the boundary layer shape parameter is unaffected by divergence of

the flow in the absence of pressure gradient. As can be seen in Fig.12 the

predictions are good within the accuracy of the measurements, which is probably

no better than about I_. The establishment of fully turbulent flow is in

good agreement with the correlation suggested by Evans 18. The predicted drag

variation with partially laminar flow using the transition position observed

by schlieren corresponds reasonably well with the measured drag. A useful

result obtained from the calculations is that the mean skin friction coeffi-

cient is the same as that on a flat plate with the Reynolds number factored by
0.82.

To calculate the friction drag of the cones with roughened surfaces a

similar procedure has been adopted as for the smooth surface but with the

local skin friction coefficient given by equation (20). At the start and

finish of the rough region continuity of momentum thickness has been taken but

an abrupt change in local skin friction coefficient has been assumed to occur.

The calculations are compared with the measurements in Fig.13. It should be

noted that the calculated drag for the smooth cone in Fig.13 is very slightly

smaller than that in Fig.12 because of different starting conditions taken in

the integration procedure. The calculated curves in Fig.13 for various rough-
ness are self consistent.

The measured skin friction coefficients with roughness are even less

satisfactory than for the smooth cones. The presence of the roughness on

the model surface prevented accurate measurement of the pressure force and

the values found for the smooth cones have also been applied to all cones.

Because of the lack of acc_acy in the experiments it is difficult to draw

any firm conclusions. For a fully rough surface the drag will become inde-

pendent of Reynolds number. For the cones, which have part of their surface

onl3r roughened, there is to be expected a small reduction in drag with in-

crease of Reynolds number even when the roughened portion is in the fully

rough r_gime. Except at N = 1.4 the predicted rate of reduction of dra_ is

eN_ibited by the experiments, giving some confirmation of the calculation

method. Clearly, however, the experiments cannot be used as a definitive

check of the proposals of the previous section, nor can a roughness function,

which _ay be different from that for sand grain roughness because of the

nature of the surface, be adequately described.

DRAG OF EXCX_SCEI_CES

Subseguent to the measurement of the boundary layer characteristics on

the sidewall of the 8ft x 8ft tunnel an extension to the work has been initia-

ted 19 in which the drag is measured of various excrescences totally or
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partially immersed in the boundary layer. The excrescences, which are inten-

ded to be typical of those found on aircraft, include two-dimensional forms

such as steps and ridges and three-dimensional forms such as circular cylin-
ders and half bodies of revolution. The excrescences are mounted on strain

gauge balances of the type used to measure skin friction and the experiments

cover a Mach number range from 0.2 to 2.8 and a range of Reynolds numbers.

Some preliminary results for the drag of a ridge of square section are

given in Fig.14. It is shown that the drag coefficient based on frontal area

of ridges of various heights, but which are small compared with the boundary
layer thickness, can be correlated in terms of the local skin friction coeffi-

cient as a function of a roughness Reynolds number evaluated at the wall.

The correlation is however Mach number dependent.20 The results at a _ach num-
ber of 0.2 are in good agreement with Wieghardt's results at low speed.

As a check of the application of a magnification factor for the drag of

local excrescences in pressure gradients as proposed by Nash and Bradshaw 21,

measurements of the drag increment of a similar ridge mounted separately on

the upper and lower surfaces of an aerofoil have been made by T.A. Cook. The

ridge height was 0.14% of the chord length in both cases, corresponding to

three times the local boundary layer momentum thickness for the upper surface,

and to the same as the momentum thickness for the lower surface, where the

ridge was mounted further aft.

The local increments in drag coefficient, estimated from a correlation

of the type shown in Fig.14, varied slightly with the angle of incidence of

the aerofoil but were approximately 0.001 for the upper surface and 0.0008

for the lower surface, so that experimentally determined magnification factors

varied between about 1.5 and 3.5. The estimate on Fig.15 which uses magnifi-

cation factors from Ref.21 is seen to be in good agreement with the
measurements.

CONCLUDING REMARKS

The simple method described of calculating compressible turbulent boun-

dary layers at constant pressure and without heat transfer describes very

precisely the measurements from which it was derived. It is not in conflict

with published data up to a Mach number of 4. Boundary layer measurements

with heat transfer occurring have not yet been studied. It will be interes-

ting to determine whether the simple relationship proposed for shape para-
meter is still valid for flows with heat transfer.

Further study is also needed to validate the propose_ method of calcula-

tion for flows over rough surfaces.

It is shown that a correlation of the drag of an isolated ridge immersed

in a flat plate turbulent boundary layer can be applied locally to a flow

with a pressure gradient but that the total drag increment must take account

of the pressure gradient.

422



REFERENCES

i. Winter, K. G. ; Smith, K. G. ; and Gaudet, L. : Measurements of Turbulent Skin
Friction at High Reynolds Numbers at Mach Numbers of 0.2 and 2.2. AGARDo-

graph 97, May 1965, pp. 97-124.

2. Coles, Donald: Measurements of Turbulent Friction on a Smooth Flat Plate in

Supersonic Flow. J. Aeronaut. Sci.# vol. 21, no. 7, July 1954, pp. 443-448.

3. Smith, Donald W.; and Walker, John H.: Skin-Friction Measu__ements in Incom-

pressible Flow. NASA TR R-26, 1959. (Supersedes NACATN 4231.)

4. Schultz-Grunow, F.: New Frictional Resistance Law for Smooth Plates. NACA

986,1941.

5- Kempf, G.: Weitere Reibungsergebnisse an ebenen glatten und rauhen FiKchen.

Hydromechanische Probleme des Schiffsantriebs, 1932, pp. 74-82.

6. Dhawan, Satish: Direct Measurements of Skin Friction. NACA Rep. llR1, 1955.

(Supersedes NACA TN 2567.)

7. Monta, William J._ and Allen, Jerry M.: Local Turbulent Skin-Frlction Mea-
surements on a Flat Plate at Mach Numbers From 2.5 to 4.5 and Reynolds

Numbers up to 69 × 106. NASA TN D-2896, 1965.

8. Matting, Fred W.; Chapman, Dean R._ Nyholm, Jack R._ and Thomas, Andrew G.:

Turbulent Skin Friction at High Mach Numbers and Reynolds Numbers in Air

and Helium. NASA TRR-82, 1961.

9. Moore, D. R.; and Harkness, J.: Experimental Investigations of the Compress-

ible Turbulent Boundary Layer at Very High Reynolds Numbers. AIAA J.,
vol. 3, no. 4, Apr. 1965, pp. 631-638.

10. Shutts, W. H.; Hartwig, W. H.; and Weiler, J. E.: Final Report on Turbulent

Boundary-Layer and Skin-Friction Measurements on a Smooth, Thermally

Insulated Flat Plate at Supersonic Speeds. DRL-364, CM-823 (Contract

N0rd-9195), Univ. of Texas, Jan. 5, 1955.

ll. Jackson_ Mary W.; Czarnecki, K. R.; and Monta, William J.: Turbulent Skin

Friction at High Reynolds Numbers and Low Supersonic Velocities. NASA

TN D-2687,i%5.

12. Clauser 3 Francis H.: The Turbulent Boundary Layer. Vol. IV of Advances in

Applied Mechanics, H. L. Dryden and Th. von KArmAn, eds., Academic Press,

Inc., 1956, pp. 1-51.

13. Adcock, Jerry B._ Peterson, John B., Jr.; and McRee, Donald I.: Experimental

Investigation of a Turbulent Boundary Layer at Mach 6, High Reynolds Num-

bers, and Zero Heat Transfer. NASA TN D-2907, 1965.

423



14. Nothwang, George J. : An Evaluation of Four Experimental Methods for Mea-

suring Mean Properties of a Supersonic Turbulent Boundary Layer. NACA

Rep. 1320, 1957. (Supersedes NACA TN 3721. )

15. Bradfield, W. S. : Conical Turbulent Boundary Layer Experiments and a Corre-

lation With Flat Plate Data. Trans. ASME, Ser. C. : J. Heat Transfer,

vol. 82, no. 2, May 1960, pp. 94-100.

16. Hama, Francis R.: Boundary-Layer Characteristics for Smooth and Rough Sur-
faces. Trans. Soe. Nav. Architects Mar. Eng., vol. 62, 1954, pp. 333-358.

17. Nikuradse, J.: Laws of Flow in Rough Pipes. NACA TM 1292, 1950.

18. Evans, J. Y. G.: Transition Fixing Techniques and the Interpretation of

Boundary Layer Conditions on Slender Wings in Supersonic Wind Tunnels.

AIAAAerodynamic Testing Conference, Mar. 1964, pp. 50-58.

19. Winter, K. G._ and Gaudet, L.: A Programme of Tests on the Drag of

Excrescences Proposed for the 8 ft × 8 ft Wind Tunnel and a Brief Analysis

of Some Previous Measurements. Unpublished Mintech Report.

20. Wieghardt, K.: Increase of the Turbulent Frictional Resistance Caused by

Surface Irregularities. Rep. Transl. No. 103, Brit. M.A.P. Volkenrode,

June 15, 1946.

21. Nash, J. F.; and Bradshaw, P.: The Magnification of Roughness Drag by

Pressure Gradients. J. Roy. Aeronaut. Soc. (Tech. Notes), vol. 71,

no. 673, Jan. 1967, pp. 44-46.

22. Spalding, D. B. 3 and Chi, S. W.: The Drag of a Compressible Turbulent

Boundary Layer on a Smooth Flat Plate With and Without Heat Transfer.

J. Fluid Mech., vol. 18, pt. i, Jan. 1964, pp. i17-143.

23. Sommer, Simon C.; and Short, Barbara J.: Free-Flight Measurements of

Turbulent-Boundary-Layer Skin Friction in the Presence of Severe Aero-

dynamic Heating at Mach Numbers From 2.8 to 7.0. NACA TN 3391, 1955.

24. Coies, D. E.: The Turbulent Boundary Layer in a Compressible Fluid.

U.S. Air Force Proj. RAND Rep. R-403-PR, RAND Corp., Sept. 1962.

25. Fenter, Felix W.: Analysis and Direct Measurement of the Skin Friction of

Uniformly Rough Surfaces at Supersonic Speeds. Preprint No. 837, Inst.

Aeronaut. Sci., July 1958.

424



_x
0
&D

?Q

._v

_+

6e,

6o
®

6r_

6 o
fl

_, _ - o o

_3

•r-I ¢_

OJ

0
Or-I

0

0

0 *r-I

t
•

I
0

o

0

0 I_

6

I I I O0•o q'

0

6 o.¢ 1-

(1)

o
.r--I

+-_

0 0

0

.r-I

_)

r_)

I

(1)

0
•1--I -r"l

0
r_

425



2.S

2

103FcCt
i.. _

O'S

0

I0 4

M-O.2 0.4 O'6 0-8 I-4 1.6 1.8 2.0 2-2 2-4 2.6 2-8
0 m 0 • + 4 a E; x B G *"

I I 1 I J I I II I
2 3 4 S 6 7 8 2 3

Re6_ 'lOs

Figure 3-- Correlation of local skin friction with

'incompressible' momentum thickness Reynolds number.

3

2'5

I0 s Fc C F cf

2

1.5

O'S B

O

[0 7

M 02 1.4 22 28

x_ ® I X Z_

I I I t I I Ill I I
2 3 4 5 6 789 2 3

( pcF__6_ R.X '0'

Figure 4.- Local and mean skin friction coefficients in

terms of streamwise length Reynolds number.

426



f-.
_o

u_

09

o_

o_
o

O'--

,O

It)

¢Q

U3

o

n,

,,o
o

o,--

_r

L I I I I I I I I I 0
U_ U') _ tn m in _ _n _ _ 0 --

_ _ - 6

0

,-q
o

0
o

o
_Q
0

0

0

,-q

0
.H
+a
o

u)

0

0

.,--I

i

A

427



..P

_l, ,.:. . x ,

, ////,
U3 iTI ltl I'%1 _ --

0
0 0

",,,lyjill,
111 II.-_ a

"II" I- +
uI U W
illiI _, ']

_Ow

_ ..!+:+<_,',,
i', //,t,/:"

_, o '_ o -.6 A 8

%

o

I

o

_cq

(D o

o
.i-I

•40 02
O (D

O
_HrJ

•,-t 4J

,-t ,d

0

0

_/1 i1/

4_ _3

.r"l

o

0

+._

0

o
°r--i

o

1.4

..in

ii)

cl
0

.;J
f.j

_H

O

O
o2

_H

r_

I

,A

428



2"0

1"5

A__u

I.O

O.S

O
O

Re/_t
_, @ 0-6 X I0 6

e o !_ 0-9
e t.2

_'._' _('_.'_ • _.6
_-_ o _ _-\ • 2.0

_/_ - \ ._ 4.0
,/_ /,'_A s.,

[,
_ I I I I

0-2 0"4 0-6g, 0"8/6 I'0 1"2

(a) Range of Reynolds number, M = 0.2.

2.0

1"5

A___

I'O

O'5

O

M
B 0-4

0 0-6
_ 0"8

<] {-6

o ,'_ 1.8

S "_ _ 2-0

_ X 2"2

^_ B 2 "4J 2-6

_ _ A 2-g

_ I I I I 1

0"2 0"4 0"6L3"0"8/6 I'0 1"2

(b) Range of Mach number, Re/ft = 2 × l06.

Figure 7.- Wake component of velocity profile.

429



5 o 5

o /__\ o
+ ! ,. I

=lg

0

0

_o

Or-t

,-I

I

0

% m G

_÷

I

%
x

x

x

+

x

+
+

x

x

x

+
x

4

0
-- l

o
I x

d
UI

¢)

0

I

u

Z ell --I --

_o_._ _w_.
O. Z_-., en <r. _. _. ",_
o [] x _ \

I I I I I _ I I I

0 o, -_ r- _ u_ _ _ _- 0 0 0 0 0 0 0 0

-_ -_

0

0

r_

0

0

Or3

0

0

0

o

0

!

E_

!

o
.,-4

430



O r -- O.89

x r=l

+S%-

A6_ o

-5°Io

ra

" 8°o8- o_OOo@

I _ ._3 4 M

o '_lOo_O_'_o_,_ M _ _'
AHI2 o

-2 ifOJ +

I " i _ _3

0

t i i
4M5 6

+10%-

AHI20

-_o%

_; 'xl_ xxj_ I I Ie;' 3 4 5
ojlooo_ o M

oO •

1.

6

El

Figure i0.- Effect of assumed temperature distribution

on momentum thickness and shape parameter.

431



Re x 1052x105

1"9

1"6

CFROUGH

CFsMOOTH

1"5

1"4

1"3

0
I M 2 3

5XlO 5

106

2xlO 6

5XlO 6

io7

2xlO 7

5 XlO 7

I0 8

2xlO 8

5xlO 8

I0 9

1"06 7 8 _)02 2 Rek 3 4 S 6 7 8 9103

Fi_.gLLre ll.- Variation of increment in mean skin friction

coefficient w-lth roughness Reynolds number.

432



°t /®

""'2

®

® ®

F_>.\i
/,. _ _

I !

¢q
I

e

m

9
O-

iI0

r'-

n-

O-

U

v

II

_8

v

,l

3.?,

i'
8

|.
"J I

,-Q

n-

9
O-

II •

0
0

v

II

o

bOO

19
0 _

o_

433



/I4×
!

I

! !

411× o O

o

:Ir

I I

_o

o

c c c

z_ o
_o°a
0066

If:
i I ,

e-
X +

I I

U

%

I
.c_.c_.c_

_00__
i

_OOV _

oo
I/I ,,_ ;

• • iii l
U i i i 4 x_o

I',, i

'.'

Ill

113

x O

x
O

l I

o _
O

I I

n,

O I

!

Ic

O-

o
o

UI

II

_8 _o
0

,--4

%O

O

4-_

N O

m_

O

• %

NI

O m

_ O

O

+_ O

.r--t

%

d _r_
_ t

434



300

200

c___o

IOO

k/6= 0-01 0-02 0"03
0 x +

//_ 0 2

M=2-2

i i
IO IO 2 IO 3

U w

Figure 14.- Drag of square ridges immersed

in a turbulent boundary layer.

0.6

O'S

0-4

IO3ACD

0'3

O'_

O'1

DRAG DUETO ADDITION OF 0"040 in SQUARE SPANWISE RIDGE AT
X/c - 0"3 ON U.S.: R-IS'6OxlO 6 M-O'665

-4- DRAG DUExT_ ADDITION OF 0.040 in SQUARE SPANWlSE RIDGE AT
-- 0"3 ON U.S.: R-IO-OSx106 M-O'e65

-x-- DRAG DUETO ADDITION OF O. 040 in SQUAI:_ SPANWlSE RIDGE AT
x/c == 0"6 ON L.$. : R-15"6OXlO ° M'O'665

.... ESTIMATE : R-15"6 X IO 6 /"

i I i I I I

0'4 0"5 0"6 C L0"7 0'8 0"9
I I

00., 6 0., 0.2 0'.3

Figure 15.- Incremental drag due to square section

'ridge' excresence on an aerofoil section.

435



DOWNSTREAM EFFECTS OF BOUNDARY-LAYER

TRIPS IN HYPERSONIC FLOW

By E. Leon Morrisette, David R. Stone,

and Aubrey M. Cary, Jr.

NASA Langley Research Center

SUMMARY

Flow-field and boundary-l_yer surveys (pitot and total temperature) are

shown for flow downstream of spherical roughness trips on a flat plate at

near-adiabatic wall conditions in Mach 8. 5 flow. The trips are shown to cause

large distortions of the flow field and outer portion of the boundary layer.

A method for minimizing these distortions is suggested. The nature of the

tripping mechanism is discussed. Spherical and air jet trips are compared,

and surface heating downstream of both types is presented.

INTRODU CTION

Boundary-layer trips have been successfully used in subsonic and moderate

supersonic flows as a means of increasing the extent of turbulent flow on wind-

tunnel models. The low unit Reynolds numbers and small sizes usually associated

with hypersonic wind tunnels have made the use of trips a necessity in many

test programs. The required roughness size has been found to increase rapidly

through the supersonic regime until at hypersonic speeds the roughness size is

at least twice the boundary-layer thickness. The associated element pressure

drag can be a significant part of the measured drag of the model (>=15 percent).

The large size of these elements at hypersonic speeds gives rise to the

possibility of distorting the inviscid flow field as well as the boundary

layer about the model. The present paper examines the effects of selectively

sized spherical roughness elements on the boundary layer and flow field and

indicates some of the problems associated with the use of trips in hypersonic

flows.

Boundary-layer surveys (pitot and total temperature) are shown for the

zero-pressure-gradient case at near-adiabatic wall conditions downstream of

roughness elements and with naturally turbulent conditions. Information con-

cerning flow tripped by air jets is also presented. The nature of the three-

dimensional disturbances downstream of roughness elements is discussed.
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SYMBOL S

Cf

k

M

mj

NSt

R

skin-friction coefficient

height of roughness element

Mach number

mass flow of air jets per unit span

Stanton number

U
Reynolds number per centimeter,

Rk trip-height Reynolds number based on conditions at edge

of boundary layer, Uek
v e

Rk, elf effective trip-height Reynolds number

Reynolds number based on distance from virtual origin

Rx,k Reynolds number based on chordwise distance from leading

edge to trip position_ UeX----_k,
v e

T

TT

U

UT

x

x k

x t

x
v

Y

z

438

temperature

local total temperature

velocity in the x-direction

friction velocity, _@

chordwise distance from leading edge

chordwise distance from leading edge to roughness elements

chordwise distance from leading edge to position where boundary

layer becomes turbulent

chordwise distance from leading edge to virtual origin

vertical distance from plate surface

spanwise distance from center line of model



V

0

T

undisturbed boundary-layer thickness at the location of

roughness element

Sub script s :

aw

e

w

oo

undisturbed displacement thickness at the location of jet trip

nondimensional distance from plate surface,

dynamic viscosity

density

shearing stress

U_y

V

referred to adiabatic wall conditions

conditions at boundary-layer edge

wall

free-stream condition

All barred symbols refer to incompressible quantities.

RESULTS AND DISCUSSION

Before discussing the downstream effects of roughness elements, some

comments and observations about the flow field around tripping elements them-

selves and the efficiency of various types of tripping devices are in order.

An understanding of the flow field around a tripping element would hopefully

give some insight into the tripping mechanism permitting the development of

smaller_ more efficient trips. Hot-wire surveys of the near flow field of

spherical roughness elements were obtained, but because of the complexity of

the flow and the long wire lengths relative to the roughness element size,

little useful information was derived. The most fruitful source of inform-

ation for the present investigation has been the surface oil-flow patterns

obtained about the elements at Mach 4.7 and 5-5 by Whitehead at the Langley

Research Center. A typical example of such a pattern about a spherical

element (fig. i) indicates that pairs of vortices are generated in the

separation region ahead of the element and are swept downstream. It is thought

that these vortices introduce the disturbances which cause transition. While

the exact mechanism is not known, breakdown of the vortices may occur and

introduce turbulence directly into the boundary layer as suggested by Hall

(ref. i) for incompressible flow. This breakdown is further indicated by the

disappearance of the traces of the vortices from the surface oil-flow pattern

in the transition region. A vortex shedding phenomenon behind trips was

found by Van Driest and McCauley (ref. 2) at supersonic speeds, and thus a

new mechanism, or flow model, for boundary-layer tripping at hypersonic speeds
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as suggested by Van Driest and Blumer (ref. 3) may not be necessary. Other

trip shapes (triangular prisms, pinheads, etc. ) investigated had similar

surface oil-flow patterns. In reference 4 it was shown that the various trips

showed no major differences in transition position for a given trip size as

long as a major portion of the trip frontal area was in the outer portion of

the boundary layer. It appears that trip shape is relatively unimportant to

the tripping mechanism; however, certain shapes exhibit advantageous drag

characteristics. (See ref. 4.)

Discrete jets were suggested in reference 5 as a means of tripping hyper-

sonic boundary layers with less disturbance to the flow field than solid

trips_ they have the additional property of directly adding normal momentum to

the flow. A comparison of heat-transfer distributions obtained in this inves-

tigation for discrete sonic-jet trips and spherical~element trips is shown in

figure 2. The jet pressure was regulated so that transition occurred at

approximately the same position for the jet trip as for the spherical trip.

While the mass injected was small, the disturbance size (k/8_ where k for

the jet was assumed to be, for comparison purposes, the jet penetration height

obtained from the results of Torrence in ref. 6) was about the same for both

trips. However, recent surveys of the flow field downstream of the jet trip

(not presented) indicate a marked reduction in flow-field distortion as com-

pared with the spherical trip for the same transition location.

In figure 2 and throughout this study_ the transition position refers to

the location of peak heating. The surface heating in the laminar and transi-

tional region with the tripped boundary layer (fig. 2) is similar to the sur-

face heating with the untripped boundary layer_ but with higher values. This

high laminar and transitional heating is typical of tripped hypersonic boundary

layers. (See refs. 7 and 8.) The surface-heating distributions in the fully

turbulent flow, however, agree well with the modified Spalding-Chi theory

(ref. 9) and distributions obtained with natural transition.

It is of interest to indicate just how large the roughness elements

must be to cause little or no further forward movement of transition by

increasing the roughness height at hypersonic speeds. An indication of the

effective roughness height would be the effective roughness Reynolds number

(Rk_eff). This Reynolds number is based on local conditions at the boundary-
layer edge and the roughness height at which a further increase in height

causes no significant forward movement of transition. This effective-

roughness-height Reynolds number_ adjusted in each case to adiabatic wall

conditions_ is shown in figure 3 plotted against the local roughness-position

Reynolds number for the data of this investigation at M e = 6 and 8, and for

the data of Raymond M. Hicks of Ames Research Center at M e = 2.91. (See

ref. 4.) The adjustment for wall-temperature ratio is based on the empirical

relationship of Van Driest and Blumer (ref. 3) in the form presented in

reference 4. A comparison from figure 3 indicates that effective trips for

hypersonic flow are an order of magnitude larger than effective trips for

supersonic flow. Although a large body of data from reference 4 might have

been included in figure 3, the results shown are typical.
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Another salient feature in figure 3 is the rapid increase of roughness

height with roughness-position Reynolds number at M e = 8; this increase is

substantially smaller for M e = 2.91 or M e = 6. It thus appears that at

Mach 8 a significant decrease in the effective roughness height can be

achieved by moving the roughness closer to the leading edge.

It is desirable to use the smallest roughness height which will still be

effective not only because of the obvious advantage of lower drag, but also

because the smaller roughness height may introduce less disturbances into the

flow downstream of the roughness. A comparison obtained with trips located

at the positions indicated in figure 4 and sized to give the same transition

position indicates that there is less distortion in the surface-heating dis-

tribution in the transition region with the smaller trip. However, the

instrumentation is not located as close to the small trip as to the large

trip. Note that both trips are approximately the same size relative to the

boundary-layer thickness (k/a). While data for longitudinal rows of thermo-

couples at several spanwise locations show no discernible spanwise striations

in surface heating (fig. 4), the thin-skin calorimeter method of measuring

heat transfer used in the present investigation is probably incapable of

detecting subtle variations of spanwise heating. The spanwise heating distri-

butions in the present investigation, however, show that the average heating

in the turbulent-flow region agrees v._th both theo_qf _d surface aeating

obtained with natural transition. In reference i0 Stainback found that where

large striations occurred, the average heating was always higher than theory

and heating obtained with naturally turbulent flow. Stainback's results also

showed that large striations occur only for roughness sizes larger than the

effective size. All the data of the present study are for roughness sizes
which are effective or smaller.

So far_ the results indicate no major problems associated with.the use

of trips at hypersonic speeds, with the exception that the required large

trips have a large pressure drag. Neither the surface-heating distributions

nor the surface oil-flow patterns show any discernible three-dimensionality

in the regime of fully turbulent flow. However, when a compression surface

is introduced into the flow field, a three-dimensional pattern again appears

in the surface oil-flow pattern (fig. 5)- The traces of the vortices shed by

the roughness elements apparently disappear from the surface oil-flow in the

transition region and subsequently reappear on the wedge surface, thus indi-

cating that while the lower portion of the boundary layer on the plate may not

be distorted, the outer portion of the flow is probably three-dimensional.

The heat-transfer data obtained on the compression surface (fig. 5) indicate

that the roughness trails do not significantly affect the surface heating on

the wedge} however, this may again be a limitation of the thin-skin calorim-

eter technique.

Since three-dimensional disturbances were indicated behind some roughness

elements, an experimental investigation of the flow field downstream of the

effective roughness trips was undertaken. Two roughness-position Reynolds

numbers (Rx, k = 2.6 x 105, 9.1 X 105) in Mach 8.5 flow were selected as test

cases. The boundary-layer-edge Mach number is approximately 8.0. (See

fig. 3.) Mach number profiles for the flow at several positions downstream
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of the larger trip (Rv k = 9.1 X 105) are presented in figure 6. (Fairings
_ °

of a large number of data polnts are used for clarity. ) The profile nearest

the roughness is significantly distorted; the ensuing profiles indicate that

the disturbances are diminishing with distance downstream from the roughness.

The profile at the most rearward position has no significant distortion

remaining; however, this profile is approximately 135 roughness diameters

downstream of the trip position and beyond the region of interest in many tests

utilizing trips. The measured wall static pressure was used to reduce the

pitot pressures to Mach numbers and the static pressure gradient normal to the

wall was assumed to be zero. The profile at the rear station in untripped

flow has approximately the same turbulent Reynolds number as the mid-profile

with the trip, and the boundary-layer thickness is about the same.

To investigate the possibility of spanwise variations in the flow down-

stream of the roughness_ surveys of the same x-location were made both

directly behind a roughness element and halfway between two roughness elements

(fig. 7). _ese profiles indicate no differences in the lower portion of the

boundary layer, but in the outer portion of the boundary layer and in the flow

field_ these curves exhibit a distinct three-dimensional character which

diminishes in the downstream direction. These distortions_ while not evident

on the plate surface, apparently influence the surface flow over the wedge

and are responsible for the wedge oil-flow patterns of figure 5.

For the same turbulent Reynolds number_ the Mach number through most of

the boundary layer is higher for the naturally turbulent profile than for the

tripped profile; the boundary-layer thickness for both profiles appears to be

about the same. Remember measured surface heating obtained under similar flow

conditions with cold walls showed good agreement between the surface heating

for the tripped anduntripped cases_ indicating similar agreement for the

temperature profiles near the wall.

The outer flow-field structure can be greatly improved by using smaller

trips nearer the leading edge as illustrated in figure 8. While there is

good agreement between the two profiles for the large and the small roughness

elements in the lower portion of the boundary layer, the profile for the

smaller roughness is obviously less distorted in the outer flow region. In

fact, the profile of the smaller trip has only small, and for many purposes

inconsequential_ distortions in the outer flow field. If the magnitude of

the flow distortion downstream of the trips scales in roughness diameters,

then the small trip would cause less distortion at the lower Reynolds n_amber

station (175 roughness diameters) than the large trip at the higher Reynolds

number station (135 roughness diameters). This appears to be true for the

data of figure 8. Thu_ there is an advantage in using trips close to the

leading edge in hypersonic flows. There is_ of course, a limit as to how

close to the leading edge that trips can be placed and still satisfy the

criteria for roughness sizing.

Since the objective of using trips is to produce a turbulent boundary

layer which is the same as a naturally turbulent boundary layer at some higher

Reynolds number, comparisons of the tripped profiles with naturally turbulent

profiles are of interest. Turbulent boundary-layer profiles, unlike laminar
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profiles, have no strongly defined basis for comparison. One approach to the

comparison is shown in figure 9_ where the boundary-layer profiles from this

investigation for the naturally turbulent case and the small and large rough-

ness cases are compared in temperature-velocity coordinates. All the profiles

approximate an empirical quadratic relation in the outer region and approach
the linear Crocco relation near the wall. The tripped profiles are slightly

less full than the untripped profile; however, since the x-location of the

profiles is constant, each profile corresponds to a different turbulent

Reynolds number.

Additional profiles (not presented in fig. 9) for the large and the small

trip at lower Re,molds n11mber were slightly less full than the tripped profiles

shown in figure 9_ thus, it appears that the tripped profiles are approaching

the untripped profile as the Reynolds number is increased. At all Reynolds

numbers, the agreement between tripped and untripped profiles is better when

the smaller trip was used.

Many published flat-plate profiles measured at near-adiabatic wall

conditions (refs. 9 and ii) are found to approximate the linear Crocco rela-

tion, and the sizable deviation of the present profiles (tripped or untripped)

from this relation is unexpected. It is possible that at high Mach numbers

the quadratic variation of temperature with velocity is realistic since the

available higher Mach number data (the present data and data of Softley and

Sullivan in ref. 12 at Mach i0) follow the quadratic relation. The resolution

of this question awaits the availability of more high Mach number data.

A second comparison between the tripped and untripped profiles is to

transform the profiles to the incompressible plane by using the Baronti-Libby

transormation (ref. 13), as shown in figure i0. The profiles can then be

compared in the incompressible plane with the classical incompressible results,

and the compressible skin-friction estimate which results from the transform-

ation can be compared with predictions from a reliable method. The measured

temperature distributions were used for the calculation of the velocity pro-

files, and the Crocco relation was used for the calculation of the density

integral through the boundary layer used in the transformation. The trans-

formed profiles are shown compared with the constant-density results in the

upper part of figure iO. Obviously, the agreement between the transformed

experimental profiles and the incompressible prediction is imperfect, but the

correlation of these profiles is typical of the high Mach number results

reported in other investigations. (See refs. 13 and 14. )

The compressible skin-friction coefficients obtained from the transform-

ation are compared with the Spalding-Chi prediction in the lower part of

figure i0. Previous investigators (refs. 13 and 14) have found that for the

conditions of this investigation their skin-friction coefficients from the

transformation were approximately I0 percent h_gher than the Spalding-Chi

theory; this is the case for the untripped profile and the tripped profiles

at the higher Reynolds number (fig. i0). Skin friction for the tripped pro-

files at the lower Reynolds number deviate from the established pattern in

that the Spalding-Chi prediction is equal to or above the skin-friction values.

The profile obtained with the large trip shows the greatest deviation. While

the skin-friction coefficients obtained from the transformation are different
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for the tripped and untripped profiles at the lower Reynolds number, heat-

transfer measurements for these cases showed good agreement.

CONCLUDING REMARKS

Surveys in the flow field behind roughness elements in hypersonic flow

have shown that large distortions of the outer boundary layer and flow field

can occur. Thus, a configuration utilizing trips and having controls (flaps,

ailerons_ etc. ) may not simulate the results obtained with naturally turbulent

flow. These flow-field distortions probably account for the reappearance of

striations in the oil-flow patterns found on flap surfaces when roughness

trips were used. It should be noted that even when flow-field distortions

occur for properly sized roughness, the surface-heating distributions and

skin friction are generally in agreement with turbulent theory. There were
no obvious three-dimensional effects in the lower portion of the boundary

layer using properly sized roughness. It was found that flow-field distortions

could be minimized by using small trips close to the leading edge. Jet trips

were found to require penetration heights approximately equal to conventional

spherical roughness heights to produce the same transition position; however,

recent experimental data (not presented) indicate that downstream flow-field

disturbances are smaller for the jet trip. It is a conclt!sion of this inves-

tigation that it is desirable to produce turbulent flow by a process other

than trips on a model surface. Until such a technique is developed, conven-

tional trips will undoubtedly be used; however, they must be used with dis-

cretion and a full awareness of the potential problems associated with their

presence. Each test will have to be evaluated individually to determine the

applicability of trips.
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MEASUREMENTS OF TURBULENT HEAT TRANSFER ON CONES

AND SWEPT PLATES AT ANGLE OF ATTACK

By Thomas E. Polek and George G. Mateer

NASA Ames Research Center

SUMMARY

Heat transfer measurements are presented for cones (5° and 15 ° half
O O O

angle) and swept flat plates (0 , 70 , 75 sweepback) at angle of attack

having turbulent boundary layers resulting from natural transition.

Results are for air at a Mach number of 7.4 and Reynolds numbers rang-

ing from 3xlO 6 to 14xlO 6. The ratio of model wall temperature to stream

total temperature ranged from .3 to .4. Results for the cones indicate

a moderate dependence of the ratio of heating rates (_/_=O _ on the

surface distance. At angle of attack, heating rates to the windward

ray of the cone are predictable by a theory based on calculated inviscid

edge conditions. Heating rates on the windward ray of the cone were

found to vary linearly with angle of attack. However, for the flat

plates, the variation was nonlinear with angle of attack. The heat-

ing rates measured on the unswept, sharp plate establish an upper limit

for the heating rates on both the sharp and blunt swept plates.

INTRODUCTION

Measurements of heat transfer to cones and flat plates at angle

of attack having turbulent boundary layers resulting from natural transi-

tion have been made at Mach number 7.4. Results are presented for cones

having semi-vertex angles of 5° and 15° and for flat plates having O,

70 and 75 degrees of sweepback with both sharp and blunt _ading edges.

APPARATUS AND TESTS

Wind Tunnel

The tests were conducted in the Ames 3.5-foot hypersonic wind

tunnel. This tunnel is a blowdown type equipped with three inter-

changeable nozzles contoured to produce Mach numbers of 5.2, 7.4 and
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10.4, respectively. The airstream is heated by passing it through a

bed of aluminum oxide pebbles heated by natural gas burners. Insulation

of the nozzle walls from the hot airstream is accomplished by injecting

helium into the nozzle-flow boundary-layer through slots in the nozzle

upstream of the throat. The wind tunnel is equipped with a mechanism

for quickly inserting models into and retracting them from the airstream.

Each of these actions require about 0.3 seconds.

The present tests were conducted by allowing the wind-tunnel flow

to reach preselected steady-state test conditions, inserting a model

into the test stream for the required length of exposure to the flow

and then retracting it from the stream before turning the wind tunnel

off.

Models and Test Conditions

Cones.- Dimensions of the models used in this investigation are

shown in figure i. The models were constructed of thin-walled (0.033

in.) electroformed nickel. They were instrumented with thermocouples

spot welded to the interior surfaces. The 5° cone had a single row of

22 thermocouples spaced at 1-inch intervals along one conical ray.
O

One quadrant of the 15 angle cone was instrumented along conical rays
O

spaced 30 apart; 12 thermocouples were placed on each ray. The 15 °

half-angle cone was tested at a constant total pressure of 1765 psia.
o

The total temperature was 1460 R for tests at angles of attack ranging
O O O

from 0 to 6 and 1885 R for the tests at i0 angle of attack. The 5°

half-angle cone was tested at total pressures ranging from 900 to
o

1800 psia at a nominal total temperature of 1500 R. These test con-

ditions resulted in Reynolds numbers based on cone lengths ranging

from 3.4xlO 6 to 14.OxlO 6. The ratio of model wall temperature to free-

stream total temperature ranged from about 0.3 to 0.4 for these tests.

Flat plates.- Three different flat-plate models were tested -

the planforms are shown in figure i. The one having an unswept leading

edge has a length of 47 inches and a span of 17 inches. Fences were

attached to the streamwise edges to minimize cross-flow effects at angle

of attack. The fences are 1-inch high at the trailing edge and tapered

to zero height at the leading edge. The triangularly shaped model has

leading edge sweep of 75° . Its root chord is 32.2 inches long and the

span is about 17 inches. The asymmetrically clipped-tip model has a

leading edge sweep angle of 75° , a root chord 47 inches and 70 percent

of one semispan is removed. The two swept plates had sharp prows.

The asymmetric model was constructed to obtain the longest model com-

patible with the constraints imposed by the wind-tunnel test section

and quick-insert mechanism. Data obtained at geometrically similar
locations on the clipped and unclipped 75 ° swept planforms show no

discernible differences.
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All of the flat-plate models were constructed of stainless steel.
They were instrumented with stainless steel calorimeter disks (0.625
in. diam., 0.015 in. thick) placed at l_-inch intervals along chords
at several spanwise stations. They were finished flush with the model
surface and thermocouples were spot-welded to the interior surface.
The leading edge bluntness of each model could be varied by use of
interchangeable copper leading edges. A sharp leading edge (less than
O.O02-inch radius) with a 30° wedgeangle on the uninstrumented side
of the plate and a 0.500-inch radius cylindrical leading edge were
available for each model. These shall be referred to as the sharp
and blunt leading edges, respectively. A 0.750-inch radius cylindrical
leading edge also was available for the full-delta planform model.

The flat plates were tested at a total pressure of 1500 psia and
a total temperature of 1900°R. These test conditions resulted in
Reynol_s numbersbased on instrumented chord lengths rangin_ from
3.2xi0 to 13.4xi06. The ratio of model wall temperature to free-stream
total temperature was about 0.3 for all of the tests.

RESULTSANDDISCUSSION

Examples of the data obtained for both the cones and plates are
shownin figure 2. Results for each type of boundary-layer flow
(laminar, transitional and turbulent) are readily identified by the
almost linear variations of the data on the logarithmic plot. Only
those data downstreamof the maximumheating location which are
representative of turbulent boundary-layer flow will be considered
herein. The data to be presented for the cones at angle of attack
are normalized by the values for zero angle of attack. The data to be
presented for the plates are normalized by the results given by the
fairing (_REF) through the data shown in figure 2.

Cones

The influence of angle of attack on the turbulent heating rates
to the cones is shownin figure 3 wherein normalized values are pre-
sented as a function of length along the model surface. The turbulent
heat-transfer rates are increased on the windward ray and decreased
on the leeward ray relative to values at zero angle of attack. These
results would be expected considering the changes in local pressure
and boundary-layer edge Machnumber accompanyingthe changes in angle
of attack. In addition, the cross-flow at angle of attack thins the
boundary layer on the windward ray and thickens it on the leeward ray
resulting in heating rate increases and decreases, respectively. The
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results of figure 3 also show that the dependence of heating rate on

distance along the model surface is only moderately influenced by angle

of attack. This result also might be expected since the inviscid

theory of reference i predicts the flow properties to be constant along

rays of the cones at angle of attack just as for zero angle of attack.

At 2° angle of attack there is approximately a 25% difference
between the relative heating rates on the leeward rays of the 5° and

15 ° cones. In order to effect a 25% difference between these rates

on the windward ray the angle of attack must be increased to iO °. This

makes it appear like a different relationship exists between heating

rate, angle of attack, and cone angle for the windward and leeward

rays. However, the aforementioned trends can be estimated fairly

accurately as will be shown later.

As was mentioned earlier, only data downstream of peak heating

are considered. However, the location of peak heating is not constant

over the surface of a cone at angle of attack (ref. 2). For example,

the location of peak heating moves upstream on the leeward ray and

downstream on the windward ray as the angle of attack increases while

at zero angle of attack the location of peak heating is constant around

the cone. As a result, the ratio of heating rates would be expected

to be a function of the relative locations of peak heating. It was

found, however, that the movement of the location of peak heating

changed the total length of turbulent flow by only a small percentage

(10%-15%) for the majority of the data presented. Therefore, data at

the rearmost station is not greatly affected by changes in location

of peak heating. Consequently, only those data at the 21.8 inch station

will be considered in the remaining figures.

To more clearly show the meridional distribution of turbulent

heating, results of figure 3 for the rearmost station are replotted in

figure 4 as a function of meridian angle _ . Although not shown, the

curves can be approximated by a cosine function.

An explicit effect of angle of attack on turbulent heating is

illustrated in figure 5. Again the data are for the rearmost station

of the 15° cone. For clarity only results for four of the meridian

angles are shown. The windward and leeward heating rates appear to be

linear functions of angle of attack, whereas, the data for other meridian

angles show a slightly nonlinear dependence on angle of attack.

Theoretical predictions of windward and leeward heating rates

that did not depend upon a knowledge of the streamline pattern were

made. The boundary-layer edge conditions were calculated for the cone

at angle of attack (ref. i) and then the method of reference 3 was

applied. Briefly, in reference 3, the local energy thickness Reynolds

number is formed from the integration of the local heating rate and
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edge conditions. A particular theory is applied using the premise that

experimental and theoretical Stanton numbers correlated on an energy

thickness Reynolds number basis are independent of body shape. In this

instance the theory "Van Driest II" was applied.

The results of the calculations are shown as lines in figure 5.

The theoretical prediction of windward heating is in good agreement

with the experimental result. The leeward heating, however, cannot

be predicted as well.

Swept Flat Plates

The turbulent heating rates at selected locations along the center-

line of the sharp and blunt unswept flat plates are presented in figure

6 as a function of angle of attack. Positive angle of attack indicates

that the surface of the plate is windward. The effect of angle of

attack on the windward surface heating is nonlinear for the flat plate,

whereas, it was shown to be linear for the cone. Within the accuracy

of the experiment there is no variation of normalized heating rate with

chordwise location on both the sharp and blunt flat plates. This indi-

cates a negligible change in cross flow as the angle of at_ck is varied.

Values of heating rates for the blunt plate are 65 to 75 percent of the

values for the sharp plate.

The effects of bluntness and angle of attack on heating rate at

a fixed point on the 75° swept plate are shown in figure 7. Comparison

of these results with those of the previous figure shows the effect of

bluntness on the swept plate is not as pronounced as it is on the

unswept plate. For angles of attack larger than six degrees there is

less than a 10% variation in the heating rate between the sharp and

the 0.750-inch radius leading-edge plates. For angles of attack less

than 6 degrees, increasing the nose bluntness decreases the heating rate.

This reduction amounts to approximately 20 percent at zero degrees

angle of attack.

The effect of sweepback angle on the heating rates at points

(defined in the sketches on the figure) on sharp and blunt plates is

shown in figure 8. For the sharp leading edge models, increasing the

sweep angle decreases the local heating rate. This reduction is a

minimum at _ = 3° and increases as the angle of attack is either

increased or decreased from this value.

The opposite effect exists on the blunt plates, where increasing

the sweep angle increases the local heating rate. The increase is

negligible for angles of attack less than three degrees. As the
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cylindrical leading edge is swept back it presents a less blunt shape
to theflow, so that the bluntness effect on the swept plate should be
less than that on the unswept plate.

The indicated effects of sweepbackangle, near _ = O°, for the
sharp plate maybe due to a "bluntness" effect. The sharp leading
edge has a 30-degree wedgeangle on the uninstrumented side of the
plate. At sweepangles of 70 and 75 degrees, the Machnumber in the
plane perpendicular to the leading edge is lower than that for shock
wave detachment. This produces an effective bluntness even for zero
nose radius.

To illustrate the range of variation in turbulent heating rate
over the surface of the 75-degree swept flat plates, the heating rates
at a numberof discrete points on the surface of the plate are pre-
sented in figure 9 as a function of the angle of attack. It appears
that the results for the sharp leading edge unswept plate define an
upper limit for the heating rates on the sharp leading edge 75-degree
swept plate. The heating rates approach this limit as the chordwise
distance increases. For the 0.50-inch radius leading edge plates, the
results for the unswept plate appear to define a lower limit for the
heating rates to the plates investigated. The heating rates in this
case also approach the unswept sharp leading edge plate, as an upper
limit, as the chord length increases.

For both the sharp and blunt leading edge plates, for equal dis-
tances along the chord, the results for the outboard chord are lower
than those for the inboard chord. All points along the outboard chord
lie outside the Machcone from the apex of the delta planform for
angles of attack less than 9° . On the other hand, the inboard chord
is within the influence of the apex for all angles of attack.

CONCLUDINGREMARKS

Measurementsof turbulent heating rates on 5° and 15° half-angle
cones for angles of attack ranging to iO degrees showed, as would be
expected, an increase in heating on the windward ray and decrease on
the leeward ray, relative to the zero angle of attack levels. The
dependenceof heating rate on surface length is nearly the same, within
20 or 30%, at angle of attack as at zero angle of attack. The me-
ridional distribution of heating is somewhatlike that of the cosine
function.

A theory using calculated boundary-layer edge conditions can
predict the heating to the windward ray of the cone.

460



Comparison of the results for the cones with those for the flat

plates shows that while the increase in turbulent heating rate is

linear with angle of attack on the windward ray of the cone, it is

nonlinear on the windward surface of the plate.

Leading edge bluntness decreases the turbulent heating rate

throughout the angle of attack range for the unswept plate, but for

the 75-degree swept plate the decrease is small for angles of attack

greater than four degrees.

Increasing sweep angle decreases the turbulent heating rate of

the sharp leading edge plate, but increases it for the blunt (0.500

inch radius) leading edge plate. These effects become more pronounced

as angle of attack increases.

For large values of the chord length the turbulent heating, to the

70 and 75 degree swept plates with either sharp or blunt leading edges,

appears to approach the values for the unswept sharp leading edge

plate.
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A NOTE ON THE EFFECT OF REYNOLDS NUMBER ON THE HEATING

OVER THE LEE SURFACE OF A DELTA WING AT MACH 6

By Allen H. Whitehead, Jr.

NASA Langley Research Center

A model for the lee-surface flow field over a highly swept delta wing

with a detached shock at a Mach number of 6 and angle of attack of 5° is

presented. It is shown that the heating in the center-line region is large

because of the presence of vortices on the upper surface. The effect of a

variation in free-stream Reynolds number from about 2 x 106 to 20 x 106 ,

based on model length, on the lee-surface heating is investigated, and it is

found that the maximum values of the Stanton number occur at the center line •

at the lower unit Reynolds numbers. These values are well above laminar

flat-plate predictions and exceed all Stanton number values found at zero

angle of attack at a comparable Reynolds number. When the center-line region

is fully turbulent, the surface heating across the span can be correlated in

conical coordinates. No such correlation exists for the lower Reynolds
number data.

INTRODUCT ION

In the preceding paper by Polek and Mateer, heat-transfer results on the

compression surface of a highly swept delta wing in a hypersonic flow were

presented. Preliminary results are given in this note from a study of the

lee-surface flow field over the delta wing. This presentation is limited to

a brief flow-field description based on surface-flow visualization technique

and a discussion of the heat transfer on the lee surface.

SYMBOLS

L

NSt_

model chord length

free-stream Mach number

free-stream Reynolds number

local Stanton number based on free-stream conditions
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x distance down center line from model apex

angle of attack

9 angular displacement from centerline_ measured through model apex

Subscripts :

L based on model length

x based on distance down center line from model apex

APPARATU S AND TE ST S

The delta wing tested in this study has a leading-edge sweep angle of

75 ° and a sharp leading edge (_O.O03inch) and was constructed of stainless

steel with instrumented insert plates. The heat-transfer data were obtained

from a thermocouple insert_ and center-line surface-pressure data were

obtained from an insert with orifices mounted flush with the model surface.

The model was sting motunted in a manner to minimize any support-structure

effect on lee-surface flow variables. The wedge angle of the leading edge

at the base of the model was 14.6 ° (see fig. i). Thus, calculations indicate

that the leading-edge shock wave is detached for the test conditions herein.

The oil-flow technique was used to indicate direction and relative magnitude

of the surface shear forces. In this method_ a mixture of oil and lampblack

is applied to the model surface in random dots prior to the run. The tests

were conducted in the Langley 20-inch Mach 6 tunnel.

The entropy level required to provide the recovery temperature and

theoretical values of the Sts_ton number was obtained by assuming a two-

dimensional Prandtl-Meyer expansion over the lee surface.

RESULTS AND DISCUSSION

The lee-surface flow field over the delta wing has not been extensively

investigated at hypersonic speeds. Recent studies (refs. i, 2, and 3) have

indicated that pressure and heating levels on this surface are considerably

above the two-dimensional values. In general, beyond a certain angle of

attack_ the flow field on the lee surface is characterized by a separated flow

initiating either at the leading edge or at the base of an inboard shock sys-

tem. A discussion of both types of flow behavior is presented in reference i.

The separated flow subsequently forms a coiled vortex sheet above the lee

surface. For the conditions of the present tests_ the leading-edge shock is

detached and the flow separates at the leading edge as pictured schematically

in figure i.
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Previous studies (refs. i, 3, and 4) have identified a high-heating and
high-shear area in the wing center-line region which results in a feather-like
oil-flow trace on the model surface. This high-shear region is a result of
the downwarddeflection of the flow by the circulatory motion of the vortices.
The existence of this high-shear region was confirmed in the oil-flow studies
of the present tests, and the oil-flow "feather" is shownpictorially in the
sketch in figure i. The location of the separation point (be it at, or
inboard of, the leading edge) affects the location and strength of the vortex
and, hence, the location and magnitude of the maximumheating in the center-
line region. Reference i has an analysis of the heating on the wing surface
for the case not considered here, in which the flow separates inboard of the
leading edge on a wing with a sweepangle of 70o.

Previous lee-surface studies have been limited in the extent of the
Reynolds number range covered. The effect of a Reynolds numbervariation
from 2.45 x 106 to 18.7 x 106 on the lee-side center-line heating is examined
in the lower portion of figure i. The data depart initially from laminar
theory (ref. 5) and then rise to a peak whosevalue and location are unit
Reynolds number dependent. After the heating decreases beyond this peak to
near laminar values and with further increases im R_,x, the data begin an
abrupt rise and subsequently enter an apparently turbulent boundary-layer
region. The peak Stanton numbervalues obtained on the delta wing in the low
Reynolds number range are almost double the values found on the center line
with a turbulent boundary layer. Furthermore, these peak values are i0 to
15 percent higher than the largest Stanton numbervalues obtained on the
center line at _ = 0° at a comparable free-stream unit Reynolds number.

In figure i, beyond about R_ x = 6 x 106, a portion of the data at the
two hzghest unmt Reynolds numberscorrelates wzth a slope and level pre-
dicted by the _ = 5° turbulent strip-theory calculation of Spalding and Chi
as modified for heating (ref. 6) wherein the virtual origin is taken as the

•position of peak heating. Past results have indicated that this simple flat-
plate heating calculation can predict the trend of turbulent center-line
heating in this high-shear region, but comparison of this prediction with
other delta-wing data in reference i (not presented) suggests that the pres-
ent precise agreement of the level of the data is fortuitous. If only a
limited amount of this center-line data had been available (i.e., if data
had existed only for P_ x < 106), the conclusion might have been reached
that transztzon had occurred. Examining the heating data beyond the peak
(106 < P_ x < 4 x i06)_ however, indicates a departure from knownflat-plate
boundary-layer characteristics. The center-line pressure distribution
exhibits a similar variation with Reynolds number, although the magnitude of
the variation is around 15 percent comparedto a maximumchange of around

/ 400 percent in the surface heating. The variation in the pressure distribu-

tion, even though it is small, does indicate the complexity of the flow in

the center-line region.

Heating values on the remainder of the lee surface are examined by

dividing an off-center-line Stanton number value by the center-line value

along a line perpendicular to the leading edge (see sketch in fig. 2). The

six chordwise stations nearest the trailing edge were selected_ the most
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forward station examined was located at about the half-chord station from

the apex (x/L = 0.48). Heating data in the region where the center-line data

are known to be turbulent are shown on the right-hand side of figure 2

(R_, L = 18. 7 x 106). For this condition_ the data off the center line
correlate as a function of the opening angle from the center line e. This

high Reynolds number correlation is characteristic of a conical flow field

and has been observed on delta wings at lower Mach numbers (ref. 3)- Moving

out spauwise from the center line, the Stanton number increases until the

exterior boundary of the high-shear region is reached (the feather region

determined by the oil-flow technique). Beyond this boundary, the heating

falls off to a more constant value.

At the lowest unit Reynolds number (P_ _ = 2.4 x 106 ) shown on the left

in figure 2_ no such simple conical correlation was found, though the general

trend at a given x-station is the same as that for the higher Reynolds number

data_ that is, an initial spanwise rise to the boundary of the feather region

followed by a sharp drop in the Stanton number farther outboard. However,

the initial r_se from the center-line heating value increases in magnitude

as the distance down the plate increases. Near the trailing edge, the heating

just off the center line is 3 times that at the center line. As the data in

figure i suggest, this lack of correlation is mainly attributable to the

decrease in the heating down the center line. The peak heating at the out-

board boundal_ of the high-shear region is nearly constant for the six

stations examined in figure 2 at any given unit Reynolds number.

The heating distribution for stations farther upstream shows a departure

from the behavior of the data shown in figure 2. At both Reynolds numbers,

the heating at these forward stations generally peaks at the center line.

An analogy can be drawn between the flow over the lee surface of a delta

wing and the flow over a 90 ° corner flow model (ref. 7). The flow fields are

similar in character, with both geometries exhibiting two or more vortices

as a result of interacting flow components. Heating patterns on the model

surface in the vicinity of the vortices evidence similar conical flow proper-

ties under certain conditions_ and the center-line heating for both geometries

for a specified Reynolds number range shows a similar departure from predicted

laminar results. The interested reader can refer to reference 7 for a direct

comparison with the results presented herein for the delta wing.

CONCLUDING REMARKS

The results of this investigation of the lee-surface heating when separa-

tion and the vortex system initiate at the leading edge indicate that high

localized heating occurs in the center-line region which can be attributed to

the vortices. A study o_ the effect of a variation in free-stream Reynolds
number from about 2 x i0 _ to 20 x 106 based on model length shows that the

maximum values of the Stanton number on the lee surface occur on the center

line at low unit Reynolds numbers. These values are well above laminar flat-

plate predictions and exceed all stanton number values found at zero angle of

attack at a comparable free-stream Reynolds number. This localized high
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heating on the lee surface should be considered in the design of hypersonic

vehicles_ especially for the cruise-type vehicle which operates at low angles

of attack. When the center-line region is turbulen% the surface heating

across the span can be correlated in conical coordinates. No such correlation

exists for the lower Reynolds number data.
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BOUNDARY LAYER AND STARTING PROBL_S ON A SHORT

AXISYMMETRIC SCRAMJET INLET

By J. R. Henry, E. H. Andrews, Jr.,

S. Z. Pinckney, and C. R. McClinton

NASA Langley Research Center

S_F_ARY

Practical boundary layer problems which were encountered in the

experimental development of the inlet for the NASA Hypersonic Research

Engine (HRE) Project are discussed. Early experimental investigations

conducted at Mach 4 under the Project revealed an inlet starting problem.

A subsequent investigation indicated that wall cooling had a favorable

effect on starting. The results of in-house analytical and experimental

investigations of the starting phenomena are summarized, and a summary

of extensive starting investigations conducted under the Project on a

revised inlet design is given.

The results of the in-house investigations show that the boundary

layer development along the inlet centerbody is predicted within

engineering accuracy by an integral boundary layer prediction method

developed in-house; however, the method should be extended to include

non-equilibrium effects on the velocity distribution. The accuracy

of prediction methods is still hampered by the inability to predict

the location of transition, to compute accurately through the transition

region, and to account correctly for trip losses. A method for pre-

dicting inlet starting characteristics is needed which adequately

accounts for the complex flow situation which exists at the cowl leading

edge station during the starting process.

INTRODUCTI ON

The paper will discuss some practical boundary layer problems

which were encountered in the experimental development of the inlet

for the NASA Hypersonic Research Engine (H_RE) Project. The con-

ceptual and preliminary design phase of the project was initiated in

1965 and the development phase in 1967. The HRE is an axisymmetric

scramjet engine designed to operate at freestream Mach numbers ranging
from 4.0 to 8.0 with a minimum internal thrust performance schedule
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specified. Subsonic combustion of hydrogen fuel is employed up to

approximately Mach 6 and supersonic combustion above Mach 6. Flight

research investigations of the engine mounted beneath the X-15

airplane were planned initially; however, this phase of the project

has been dropped.

Early experimental investigations of the inlet at Mach 4 at

the Langley Research Center revealed a starting problem which

apparently resulted from a shock - boundary - layer interaction

in the region of the cowl leading edge station. Subsequent investiga-

tions at the Ordnance Aero-Physics Laboratory in Dangerfield, Texas,

suggested that wall cooling had a favorable effect on the starting

process. Since this problem is of general interest to hypersonic

inlet technology, an in-house analytical and experimental investigation

was initiated to investigate starting phenomena, with particular

emphasis on the effects of wall cooling on the boundary layer develop-

ment and starting capabil_y. The major portion of the paper will be

concerned with the results of the in-house investigations; however,

a summary of the results of extensive starting investigations con-

ducted under the Project in Tunnel A at the AEDC in Tullahoma,

Tennessee, also will be presented. The latter data cover a freestream

Mach number range from 4.0 to 5.5 and were taken on a 2/3-scale model

of the "T" design inlet, which is a revised design and which has some-

what different contours than the i/3-scale model investigated in-house.

The material presented in the paper is focused on the capability of

current technology relative to the prediction of the boundary layer

development on the centerbody, on the details of the flow at the cowl

lip station when the inlet is in the unstarted condition, and on the

relation of the boundary layer to the inlet starting characteristics.

SYMBOLS

C° _.

d

h

L. E.

M

MZ

internal contraction ratio; ratio of geometric flow

area at the cowl lip station to that at the throat

station

diameter, in.

gap height at cowl lip as defined in table II

cowl leading edge

Mach or Mach number

local (boundary layer edge) Mach number at cowl lip

station
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P

P_

Pt

r

R

T
W

U

x

xCL

Y

z

6

6_

e

Sub cript s :

EXP.

THEO.

static pressure, ib./sq, in.

local static pressure in flow field, ib./sq, in.

total pressure, ib./sq, in.

radius, in.

cowl capture radius, in., as defined in table II

total temperature, °R

wall temperature, °R

velocity, ft./sec.

longitudinal axial distance from centerbody sharp

vertex, in.

x-distance to cowl leading edge as defined in

table II

vertical distance from centerbody surface; perpendicular

to surface, in.

vertical distance from centerbody surface; perpendicular

to model center line, in.

boundary layer thickness, in.

boundary layer displacement thickness, in.

boundary layer momentum thickness, in.

experimental

theory

freestream
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INHOUSE INVESTIGATIONS

Model and Instrumentation

A sketch of the in-house model is given in figure i and table I

presents coordinates. The leading edges of the centerbody and cowl

were blunted for heat protection purposes. The blunted tip of the

centerbody is followed by a conical section with a 10.25 ° half angle.

The conical section precedes an isentropic compression region con-

taining ii.15 ° of compression which starts at station 8.5 and ends at

station 12.60. The isentropic region is followed by a short eonical

section and an expansion shoulder of the centerbody. The major

portion of the internal flow surfaces has a 5 ° wall slope. The

centerbody surface was cooled by an internal liquid nitrogen cooling

system; the cowling was uncooled and measured 6.04 inches in diameter

at the leading edge. Boundary layer trips were installed at an

x-station of 1.756 inches, as noted on figure i. The cowl (figure i)

was provided with small slots through which pitot survey tubes were

inserted in order to conduct surveys at the cowl leading edge and

throat stations. The slots were sealed and faired for runs which did

not include surveys. The downstream portion of the cowl contained

bypass slots to prevent choking downstream of the throat. The

longitudinal position of the cowl was set between runs. A single row

of static pressure orifices and thermocouples was installed in the

centerbody skin extending from an x-location of 4.00 inches to 14.34

inches at incremental lengths varying from 4 inches to 0.25 inches.

At station 13.00, four equally spaced static pressure orifices were

located, and at stations 13.50 and 14.34, two orifices were spaced 30 °

apart. The pitot pressure survey tube had a 0.005 by 0.024 inch

opening at the tip, which was positioned parallel to the centerbody

surface.

Design Philosophy

One aspect of the philosophy which was used to produce the

specific HRE inlet design is illustrated in figure 2. The HRE

inlet has a relatively large amount of external compression which

permits the throat of the inlet to be located close to the cowl

leading edge. A more conventional inlet, such as the one shown at

the top of figure 2, has only a small amount of external isentropic

compression and significantly more internal compression. These

characteristics tend to locate the throat further downstream on the

centerbody, producing a longer configuration. The more conventional

design has approximately twice the opening height between the center-

body and cowl leading edge when the cowl is in the starting position.
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Assuming that the height of the opening relative to the boundary

layer thickness is a parameter significant to the starting

capability, the HRE inlet design reflects a choice of a shorter

configuration with a possible starting problem in preference to a

longer configuration with less probability of a starting problem.

Flow Field and Boundary Layer Studies

Without Cowl

Inviscid flow. - One of the purposes of the in-house investiga-

tion was to measure the development of the boundary layer along the

centerbody and to assess the capability of state-of-the-art turbulent

boundary layer methods to predict this boundary laYer development.

The conditions at the edge of the boundary layer, or the inviscid

flow field_ must be known in order to make a boundary layer pre-

diction. Therefore, a comparison of experimental observations of

the inviscid flow field with analytical predictions is of interest.

Such a comparison is given in figure 3 which presents theoretical

and e_perimental locations for the shock generated by the centerbody

tip at a freestream Mach number of 4. The theoretical flow field

was determined using blunt body and characteristics theories

(references i to 3). The centerbody contour was corrected by

approximate values for the boundary layer displacement thickness.

Figure 3 also indicates that a weak shock was imbedded in the

isentropic compression region as a result of small imperfections in

the model contour. The agreement between theory and experiment is

considered to be satisfactory. For reference purposes, the figure

includes the contour of the cowling (dashed lines) and the location

of the cowl leading edge station where pitot pressure surveys were

made.

The static pressure distribution along the centerbody surface

also is required for input to a boundary layer analysis; comparisons

of experimental and theoretical values of this parameter are given

in figure 4. Experimental data are presented for three wall

temperatures; however, a theoretical curve for only the adiabatic

case is given because changes in wall temperature produced only small

changes in the predicted static pressure. On the lower portion of

the figure, the centerbody contour is superimposed. In the region

where the wall slope changed rapidly from the end of the isentropic

region to the upstream part of the centerbody shoulder (x_ of 4.0 to

4.4), there are some data excursions and discrepancies between data and

theory. At all other locations_ including the cowl leading edge station_

the agreement is satisfactory. The major portion of the discrepancies

between data and theory was caused by insufficient accuracy in the

contour coordinates used in the analysis.

485



Boundary layer studies. - The pitot pressure survey station

(XcL _ = 4.5) was located on the expansion shoulder of the center-

bo_y which of course 'set up a longitudinal gradient as well as a

normal pressure gradient. The normal pressure gradient caused a

problem in processing the pitot data. The model was too small to

make static pressure measurements so that a method had to be

devised for processing the data. Figure 5 outlines the method

that was used. Three static pressure profiles are presented, each

for a different wall temperature ratio. The computed total pressure

recovery through the shock generated by the tip of the centerbody

and the imbedded shock is 97_o, a value which can be determined with

high accuracy. By combining this total pressure recovery with the

pitot readings, the static pressure profiles (circle symbols) in the

inviscid flow field were obtained. Wall static pressures were also

measured; therefore, a static pressure profile in the boundary layer

has to be some faired curve between the wall value and the circle

point curve. The shape of this curve was determined by using the

inviscid flow field calculations as a guide; an example of these

calculations is given by the square symbols for the adiabatic

wall case. After the data had been processed in this matter, integra-

tions across the boundary layer were performed to obtain the usual

boundary layer integrated parameters. The integrated parameters

then were compared with analytical values obtained using a boundary

layer prediction method.

Before making these comparisons, the main features of the pre-

diction method will be outlined. This method was developed by one

of the co-authors, S. Z. Pinckney. An integral method which included

the usual forms of the integral momentum and energy equations was used.

Spalding-Chi friction coefficient and heat transfer relations (ref. 4)

were employed. Equilibrium velocity profiles corresponding to the law

of the wall (ref. 5) and Coles' wake function [ref. 6) also were

assumed. A temperature-velocity profile method was used which

is similar to a modified Croaco profile and which also was

developed by Pinckney (ref. 7). The outstanding feature of this

method is that an iterative calculation is performed such that

an integration across the boundary layer produces a total energy

deficiency for the boundary layer that is consistent with the

total amount of heat transfer through the wail of the body

up to the station under consideration. The boundary layer calculation

was initiated using the laminar theory of reference 8 up to the

transition point, which was assumed to occur at an x-value of

approximately 5.0 inches. This transition location was based on

limited experimental observations made prior to the main experimental

program_ transition was assumed to be initiated and completed at this
station.
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Predictions obtained using the theory and experimental values

of momentum thickness, e, are given in figure 6(a) as a function of

the wall temperature ratio for Mach numbers 4 and 6. Comparisons

of the theory with the corresponding data points indicate that the

agreement is within engineering accuracy with the biggest discrepancy

occurring at Mach 6 at the lowest wall temperature ratio; this

discrepancy amounts to about 18%. Similar comparisons are presented

in figure 6(b) for the displacement thickness, 5" Satisfactory

engineering accuracy again is evident. Figure 7 presents a com-

parison between experimental and theoretical velocity distributions

for three different wall temperature ratios. The experimental

profiles clearly are considerably flatter than the theoretical

predictions. This is a reasonable result because the survey station

is located on the expansion shoulder of the centerbody which sets

up a favorable longitudinal pressure gradient. With this type of

pressure gradient, the profiles would be expected to be flatter

than for the equilibrium profiles which were assumed for the

theoretical predictions. It would be desirable to be able to predict

the details of the velocity distribution more accurately; therefore,

it is concluded from figure 7 that the prediction method should be

extended to include non-equilibrium effects on the velocity distribu-
tion.

Boundary Layer Studies With Cowl Installed

Pitot pressure surveys were made at the cowl leading edge station

with the cowl in position and with the inlet in the unstarted con-

dition. These measurements were exploratory in nature and were for

the purpose of identifying the general type of flow which the inlet

would have to ingest in order to start. These data were analyzed in

conjunction with the surveys in the inlet throat and also the surveys

at the cowl lip station without the cowl installed. From these analyses

a simplified flow model was constructed which would be amenable to eval-

uation using the limited amount of data available. Some preliminary

results from these analyses are presented in figures 8(a) and 8(b).

The simplified flow model for the Mach 4 adiabatic wall case

is diagrammed in figure 8(a). The cowl lip station survey without

the cowl installed provided the conditions in the undisturbed flow

upstream of the shock system, as described in a previous section.

The survey across the geometric throat station was in a region where

the Mach numbers were slightly below sonic indicating that the aero-

dynamic throat was somewhat further downstream. The flow distribution

across the throat station was relatively uniform, and integrations

were performed to obtain accurate values of the mass flow ingested
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by the inlet. Having established the mass flow, the capture

streamtube location was fixed accordingly, as indicated in figure

8(a). The experimenhally determined edge of the boundary layer

is shown on the sketch and, by comparison with the edge of the

capture streamtube_ one concludes that the inlet ingested only the

lower half of the boundary layer.

The pitot data from the survey at the lip station with the

cowl installed indicated that compressions had to exist upstream

of the normal shock assumed to be positioned in front of the inlet

opening. These compressions were assumed to consist of an oblique

shock of appropriate strength, as indicated.

The preceding considerations resulted in the determination

that a simple flow configuration consisting of an oblique shock

followed by a normal shock was consistent with the data. It is

obvious that variations of the adopted flow configuration also would

satisfy the data and that, in the case of the real flow, the quasi-

plane waves might penetrate only a short distance into the boundary

layer before breaking down into more complex configurations. Never-

theless, the results of the limited analysis presented in figure 8(a)

clearly suggest that the general type of real flow situation is a

complex shock-boundary-layer interaction with an associated separation

shock and a separated flow and re-circulation region adjacent to the

centerbody surface. Similar flow configurations have been identified

experimentally using more extensive measurements on a larger model

by Mitchell and Cubbison (ref. 9).

A similar flow configuration to that of figure 8(a) is presented

in figure 8(b) for a cooled wall case at Mach 4.0. Comparisons of the

two figures indicate that the most significant effect of wall cooling

was to increase the mass capture ratio from 81_ for the adiabatic

wall case to 89_0 for the case with a value of wall temperature ratio,

Tw/Tt,_, of 0.2. Mass capture is defined as the ratio of actual mass

flow ingested by the inlet to the estimated mass flow required to

start the inlet. These results indicate that wall cooling had a

favorable effect on the inlet starting characteristics but not favor-

able enough to start the inlet in this case.

The usual method used for predicting the starting characteristics

of inlets is to perform a one-dimensional calculation using the

Kantrowitz criterium. The calculation simply determines whether the

required amount of mass flow will pass through the inlet throat with

a one-dimensional normal shock located upstream of the inlet opening.

This type of calculation is not valid for the present application

where a significant portion of the ingested flow is boundary layer.
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As shown in figures 8(a) and 8(b), the presence of the boundary

layer causes a complex two-dimensional flow configuration

which invalidates the one-dimensional assumption. The main

overall conclusion of this study is that in order to predict

successfully the starting characteristics of this inlet type

a new method will have to be developed which adequately accounts

for the complex flow configurations which exist in the vicinity

of the cowl leading edge station during the starting process.

HRE PROJECT INIZT STARTING INVESTIGATIONS

Model and Experimental Procedure

The overall starting characteristics of the HRE inlet were

not determined in-house because the in-house model was not adequate

for performing this type of experiment since the position of the

centerbody could not be controlled remotely. However_ as a part

of the inlet development work conducted under the Project, extensive

starting investigations were made over the Mach number range from 4.0

to 5.5 for appropriate ranges of Reynolds number, wall temperature,
and trip configurations. Some aspects of these data will be discussed

in the following paragraphs. The investigations were conducted in the

AEDC Tunnel A on a 2/3-scale model of the latest design of the HRE

inlet, which has been designated as the "T" design. This design

differed somewhat from the in-house model in that the contours were

modified to improve the starting characteristics.

The test procedure can be described using the sketch of internal

contraction ratio schedule of figure 9. The tunnel conditions were

set with the centerbody in the closed position, which is indicated by

the dashed line on figure 9. The centerbody then was translated

from the closed position following the contraction ratio curve through

the minimum value and then to higher values up to the point at which

the inlet started. As noted in figure 9, the data show that the

inlet had an unusual starting characteristic: it either started in a

band of low contraction ratios or the start was delayed until a high

contraction ratio was obtained. Starting points were obtained in

both high and low contraction ratio bands for duplicate test conditions

with no detectable reason for the inlet's selection of one point in

preference to the other at a given time.
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Starting Data Correlations

The internal contraction ratios at which the inlet started are

depicted in figure i0 as a function of the computed Mach number at

the edge of the centerbody boundary layer at the cowl lip station.

The inviscid flow field and the boundary layer development on the

centerbody were computed for each data point using the same pre-

diction methods previously described. In the case of figure i0,

the edge Mach number was determined from these computations, and

a subsequent figure contains values of a boundary layer parameter

at the cowl lip station which also was obtained from the

calculations. The transition points in the boundary layer calcula-

tions were assumed to be located just downstream of the trips; or,

if no trips were used, transition was assumed to occur near the end

of the isentropic compression region, a location which is in

agreement with limited survey data taken during the experiments.

Each data point of figure i0 is labeled with its particular

values of wall temperature ratio and freestream stagnation pressure,

parameters which affect the boundary layer growth and therefore the

starting contraction ratio. The general arrangement of the data

clearly shows the band of low contraction ratios (square symbols) and

the band of high contraction ratios (circle symbols). The split of

the data into the families of curves is emphasized further by the

dashed lines, which show the data trends. All the low contraction

ratio data and the high contraction ratio data with trips show a

trend of increasing contraction ratio with increasing boundary layer

thickness; increases in boundary layer thickness result from either

increases in wall temperature or decreases in stagnation pressure.

The variation of the high contraction ratio data without trips

relative to changes in wall temperature or stagnation pressure is

irregular because of the data scatter; for instance the two circle

data points On the extreme left hand side of the figure are for the

same test conditions but the contraction ratios differ significantly.

This result may be a consequence of some flow instability for this

category of starting contraction ratio.

The relation of the data of figure i0 to the boundary layer

properties at the cowl leading edge station suggests that a correla-

tion of the inlet starting characteristics using some measure of

the boundary layer thickness should be possible. A correlation of

this type is presented in figure ii in which the height of the

opening, h, at the cowl leading edge station is referenced to the

computed boundary layer momentum thickness, e. The opening height,

which is defined in table II, is the minimum value required to

obtain an inlet start and is a unique function of contraction ratio
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for a given inlet design. Under these circumstances the use

of @ as a correlating parameter would be expected to collapse

the data relative to changes in wall temperature ratio and

stagnation pressure; the curves of figure ii show that the

correlations are successful except for the high contraction ratio

case with no trips. In this case the data scatter prevents a signif-

icant ..... _"

The correlation curves reveal several other points of interest.

All the cases with trips correspond to the high end of the free-

stream Mach number range. It was not possible to start the inlet at

Mach 4 with a trip installation, apparently because the trips

increased the boundary layer thickness to the extent that the inlet
would not start. The correlation curves in all cases have a dis-

continuity between the trip and no trip branches which is believed

to reflect the inability to accurately predict the location of

transition, to accurately compute through the transition region, and

to account satisfactorily for trip losses. If these items could have

been accomplished, it is believed that the curves would have been

continuous. One data point is shown on figure ii which corresponds

to a sharpened leading edge on the cowl; this modification considerably

improved the starting characteristic by reducing the required opening,

h.

CONCLUDING REMARKS

Some practical boundary layer problems which were encountered

in the experimental development of the axisymmetric inlet for the

NASA Hypersonic Research Engine (HRE) Project have been reviewed.

The inlet type under consideration is characterized by the fact

that the flow ingested by the inlet during the starting process con-

tains a significant amount of boundary l_er. Experimental evaluations

of the inlet starting characteristics obtained in in-house as well as

HRE Project investigations have been presented, and an assessment has

been made of the capability of current state-of-the-art boundary layer

methods relative to predicting these characteristics. The following

statements summarize the principal results:

l. The turbulent boundary layer integral method used for

predicting boundary layer growth along the inlet center-

body, which included regions of both adverse and favorable

pressure gradients, agreed within engineering accuracy

with experimental values of displacement and momentum

thicknesses. However, significant discrepancies between
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experimental and predicted boundary layer velocity

profiles were noted indicating that the theory should

be modified to include non-equilibrium effects on the

velocity profile.

The accuracy of theoretical prediction methods still

is hampered by the inability to predict the location of

transition, to compute through the transition region

accurately, and to account adequately for trip losses.

Relative to the inlet starting problem itself, the

development of a sophisticated method for predicting

inlet starting characteristics is needed which adequately

accounts for the complex flow situations which exist in

the vicinity of the cowl leading edge station during the

starting process.
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TABLE I. - COORDINATES OF IN-HOUSE

INLET MODEL

R = 3.020 in.

Cowl

Centerbody xcL/R = 4.5

x/R y/R x/R y/R
0.0611 0.0000 4.4934 1.0000 .01 in. lip radius

0.0749 0.0136
2.8146 0.5086

3.1457 0.5702

3.3113 0.6034

3.4768 0.6389

3.6424 0.6789

3.8079 0.7238

3.9735 0.7777
4.1722 0.8517

4.3377 0.9165

4.4702 0.9613

4.6358 0.9982

4.8013 1.0191

4.9669 1.0355

5.1325 1.0505
5.2980 1.0653

5.4636 1 0797

5.6291 1.0827

5.9603 1.0827

.04166 in. nose
radius

10.25

Compression

l
21.4 °

Expansion

4.4974 0.9966

4.5265 1.0003

4.5596 1.0059

4.5927 1.0123

4.6258 1.0193

4.6589 1.0254

4.6921 1.0297

4.7252 1.0335

4.7583 1.0371

4.7914 1.0406

4.8245 1.0440

4.8907 1.0501

4.9238 1.0530}5.3212 1.0877
5 °
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TABLE II. - DEFINITION OF PARAMETERS

R

xCL

h

\

\

Cowl

90°

Centerbody
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r = 0.010 inch
•SURVEY SLOT

r = 0.042 inch

6-inch d

X

- TRIPS

Moo= 4, 0.018 in. d

Moo= 6, 0.047 in. d

SURVEY SLOT

BYPASS SLOT

@ 3 d SPACE

@ 3 d SPACE

Figure i.- In-house model.
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Figure 2.- Inlet designs.
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Figure 3. - Flow field of centerbody without cowl.

M = 4; Pt,= = 48 psia; Tt, _ = 635 OR.
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(a) Momentum thickness.

Figure 6. - Boundary layer parameters of centerbody

without cowl. x/R = 4.5.

501



0.06 -

0

tv1
oo

THEO i
- _- THEORY

I I I I I
.2 .4 .6 .8 1.0

Tw/Tt,oo

(b) Displacement thickness.

Figure 6. - Concluded.

502



X
iii

O 0 Q Q
0 Q

E

0
Q

o
iJ

.,_
:::I
o

O

0
,1_ |1

I-t
_ 8

u

tla (',,1
,--i co

o _
1.4
e._ ii

•,_ _
u e._
o

II

f-t
_ 8

t¢3

"_ II

o<

I

o_

503



i.l_ ',,l_ I",_ ,,l=l

I! i,i

< ca_
II %, ......

I.#'l

LI..I OO

i.LI I_

<_..-
_..)m

\

\\ \ \
\\ \

r_

ed

--_>-
_._ r_

<z

i--O

/

.-.,..,.,

\

\

\

,,O

eJ

z
O

I--

..-1

_,,_Z

_O
m m

Z_

_ LJ-

ed e,,J
ed

d

.,-t

II

8

_2

v

o

• o
_ o

II

E
8

I,-I

m _

_ 0_

E _

4o m

4-)
•,.-I _

'I_ II

_ 8

O

.r-t

.r..I

E _

_ X

!

d

I-t

504



oo

ii

0-

\\\
\\\
\\ \

\

\

\ \
\
\
\

c_
Ii

[_

v

_)

o

I

d

g.,

505



Z

m

r-_

a_

t.l_

O
I

ILl

o

(.)g

Z

a_

0

Z
o
u

o
tR_

>-
r-_
o
rv_

Z

0

d

4_

0

4_
tJ

4_

0

I,-I

I

d

I1)

e2

_5

5O6



o_

8

8

00
00000
O0 Lf_ f--.-I ,.--.4 I._

I I I I I

\\
\\

\
LO c",'_ 0 1",1"%0

',,_1" 0', ur"_ c,_ I._
I I I I I

Cxl L_ 0 ,---.I 0

I

_,,o I
I

,,o s 0
• S

L 0 J
/

u

r,._ ...I-

-.,I m

0
ur_ ur'_ C_

I I I

! I

, ,,
I II I

ii L'

0

._i

I

I
[]

0

I

',0 '_T

4,
,q.

.r-t

o

+._
o

o
o

bO

_3
4-_
m

4._

I
d

©
%

t_

507



Z
C9
m

1,1
tm

I---

1,1

-r-

0

O-

I---

_-_/ _ _o_

\

"u C)

o_
4-_

bO

,r4

¢)
,--I

I.-I

I

,--I

(D

bO
o_

c-"

508



STUDIES OF THE INTERACTION OF A TURBULENT BOUNDARY

LAYER AND A SHOCK WAVE AT MAC}{ NUMBERS BETWEEN 2 AND i0

By Earl C. Watson, William C. Rose, Shelby J. Morris, Jr.,
and William F. Gallo

NASA Ames Research Center

SUMMARY

Interactions between a turbulent boundary layer and a shock wave in

two-dlmenslonal flow on a compression surface having nonadiabatlc wall condi-

tions have been studied at Mach numbers of 7 and i0 in tests conducted at

Ames Research Center. Similar interactions in axisymmetric flow at Mach

numbers of about 3 and 4 with adiabatic wall conditions have been studied

by the University of Washington under a NASA grant. Results obtained from

these investigations are presented in terms of the boundary-layer properties

(momentum, displacement and velocity thicknesses), surface-pressure distribu-

tions, shock-wave structure, and incipient-separatlon criteria. Results of

the two-dlmenslonal studies include the effects of leadlng-edge bluntness

on the boundary-layer properties and the shock structure for wall cooling

with a ratio of wall-to-free-stream total temperature of about 0.3. The

results obtained in the axlsymmetric study include the effect of boundary-

layer bleed in the region of the interaction.

INTRODUCTION

The need for sophisticated analytical techniques to properly account

for the flow phenomena which occur in hypersonic inlets has been noted in

previous works (ref. 1-3). The boundary layer, for example, begins as a

laminar layer but develops downstream under conditions which generally are

different than those assumed in most boundaryqayer theories. Those condi-

tions may arise from the effects of leading-edge bluntness, boundary-layer

transition, or pressure gradients normal to the surface caused by surface

curvature, or the interaction with an incident shock. As the boundary layer

develops through an inlet it generally interacts with an impinging shock

wave. The interaction, especially when the boundary layer is turbulent,

is one of the most complicated flow phenomena in an inlet system. It is

the general purpose of this paper to consider the flow-fleld and boundary-

layer development with emphasis on the shock-wave boundary-layer interaction.

Most of the past studies of turbulent boundarY-layer shock-wave inter-

actions have considered the interaction for two-dlmensional flow over a flat

plate. (See refs. 4 through ii, for example.) Several methods for analyzing
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these interactions have been developed as a result of these studies. The

control-volume concept was initially proposed by Reshotko and Tucker (ref. 12)

for flow with adiabatic-wall conditions. In references 13 and 14, this con-

cept is extended to include flow with nonadiabatic-wall conditions, and in

reference 15 the analysis is developed to include two-dimensional and axisym-

metric flows with solid walls and with boundary-layer removal through normal

holes, slots or scoops. The control-volume concept does not provide detailed

boundary-layer profile information throughout the interaction region, and the

method has not been verified by extensive comparisons with data. Other analyt-

ical models have been proposed in references 9 and 16. In reference 9 a semi-

empirical approach is employed and the various boundary-layer correlation

parameters used in the method have been determined for a wide range of Mach

numbers, but only for adiabatic-wall conditions. In reference 16 the approach

considers that the predominant forces in the vicinity of the interaction are

inertial rather than viscous, and therefore the floWis considered as inviscid.

This latter analytical model provides both boundary layer profiles and shock

structure in the interaction region, but not the skin-friction or heat-trans-

fer characteristics since the viscous sublayer is not included in the analysis.

The present paper considers two investigations of the interaction between

a turbulent boundary layer and an impinging shock wave. In one, the inter-

action occurred in two-dimensional flow over a compression surface with

nonadiabatic-wall conditions (Twall/Tt _ .3) and various leading-edge

bluntnesses. In the other investigation, the interactions occurred in axi-

symmetric flow on a conical nozzle wall which provided adiabatic-wall condi-

tions, and a specific region in the wall for boundary-layer removal. Differ-

ent nozzles provided a range of free-stream Mach numbers from 2 to 4. These

interactions are the type which correspond with those that occur inside the

cowl of an axisymmetric inlet. This study was conducted at the University

of Washington under a NASA grant monitored by Ames Research Center. The

results obtained in each of these studies are presented separately, and then

the data from both are included in a discussion of incipient separation.

For the two-dimensional study the specific objectives are: (i) to

present the effects of leading-edge bluntness on the boundary-layer develop-

ment over the inlet-type compression surface, (2) to show the effects of

leading-edge bluntness on the surface-pressure distribution in the region of

a shock-wave boundary-layer interaction, and (3) to demonstrate the analytical

capability for predicting the boundary-layer and flow-field development,

accounting for the presence of an interaction.

For the axisymmetric study the objectives are: (i) to present pre-

liminary results obtained with and without boundary-layer removal for an

interaction of sufficient strength to cause separation without boundary-

layer removal, and (2) to make an assessment, based on the experimental

results of the flow-removal requirements to eliminate separation.
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SYMBOLS

skin-friction coefficient

transformed skin-friction coefficient

Pfinal - PI
pressure coefficient,

ql

reference length of two-dimensional model, 48 in.

mass flow

mass flow removed through the bleed system

mass flow in boundary layer entering an interaction

Mach number

local pressure

dynamic pressure

radius of leading edge of ramp of two-dimensional model

Reynolds number

temperature

velocity

abscissa of model coordinates for two-dimensional model, Table I,

or, longitudinal distance from an arbitrary origin for axisym-

metric model, fig. 2

ordinate of model coordinates for two-dimensional model, Table I,
or distance normal to surface

shock-generator angle, Table I. (Values of _G used in the

report are nominal, actual angle of inner surface = _G - 0.97Q)

boundary-layer thickness I

boundary-layer displacement thickness, _ I (i - pu ) _
o P_u6
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P

Subscripts :

aw

final

i

INC

t

w

X
eff

0

QO

boundary-layer momentum thickness,
i

6 f 0u (l_U) dl
o P_U6 _ 6

density

kinematic viscosity

adiabatic wall

downstream of interaction

intercept of linear extension of incident shock and the wall

(shock-at-the-wall point)

incipient

total

wall

length of run, turbulent flow

boundary-layer edge

momentum thickness

free-stream

local conditions entering a turbulent interaction

APPARATUS

Two-Dimensional Compression Surface Model

The two-dimensional compression surface model, shown schematically in

figure i, was tested at Ames Research Center in the 3.5-foot hypersonic

wind tunne ! (ref. 17). Nominal test conditions for M = 10.5 were Pt = 1800

psia and T t = 1900°R, and for M = 7.4, Pt = 600 psia for a range o_ Tt

from 1300°R to 1900°R. The model consisted of a curved isentropic compression

surface (ramp) 14 inches wide by 48 inches long, and a smaller surface (shock

generator) used to generate the incident shock for the interaction studies.

The ramp was alined at 3° with respect to the free stream as indicated in
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the lower sketch of figure I. A schematic diagram of the model and the
coordinates for both surfaces are presented in Table I. A small part of
each surface near the leading edge was water cooled; this, plus the mass
of the model prevented any significant wall temperature change during a run.
For a free-stream Machnumber of 10.4 the ratio of wall-to-stagnation
temperature was 0.28, and for Machnumber 7.3 it varied from 0.32 to 0.41,
depending on the stagnation temperatures noted above. Surface pressures
and temperatures were measuredon the compression surface. In addition,
small probes were employed to obtain pressure and temperature measurements
in the boundary layer. The shock generator could be rotated about a hinge
point to vary the strength of the incident shock. Side plates were not
employed to restrict the spanwise flow.

Axisymmetric Model

Tests of the axisymmetric model were conducted at the University of
Washington using the continuous flow test facility sketched in figure 2.
Nozzles of circular cross section were used to provide Machnumbers over the
range from about 2 to 4. The total temperature was 540°R, and the nozzles
provided adiabatic-wall conditions. The total pressures were as follows:
For M = 2.82, Pt = 34.3 psia; and for M = 3.78, P = 59.1 psia. Small

_ t

cones alined with the flow on the nozzle centerline were used to generate a

shock wave which interacted with the turbulent boundary layer on the nozzle

wall. The cone could be positioned longitudinally to locate the interaction

in the region of the surface pressure instrumentation on the nozzle wall.

Cones having half angles between 8 and 16 ° were used to generate interactions

of various strength. Provision was made for boundary-layer removal in the

interaction region by incorporating a removable section in the nozzle (in

this paper boundary-layer removal is referred to as bleed). This section

was manifolded to a vacuum system for removing boundary-layer air. Although

the removable solid section could be replaced by sections with scoops, slots,

or normal holes, only the latter have been used in the tests. The normal

holes were 0.064 inch in diameter. When more than one row of holes were

used the holes in alternate rows were placed so that they were alined midway

between the holes in the upstream row, and the rows were spaced 0.07 inch
apart.

The instrumentation consisted of surface orifices in the nozzle wall

and a small remotely operated traversing pitot probe which could be positioned

at any longitudinal station throughout the interaction region.

RESULTS AND DISCUSSION

Boundary-Layer Development on Compression Surface

The boundary-layer thickness on the compression surface at a free-stream

Mach number of 7.4 is shown in figure 3. Results are shown for leading-edge
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radii of 0.0025 in. without trips, and for 0.0625, and 0.188 in_ with trips.

The height and the X/L location of the trips are given by a "T" mark.

The thickness was determined on the basis of profile measurements at

specific model stations and from schlieren photographs when the boundary-

layer edge could be observed. A dotted band faired through the data is used

to indicate the uncertainty in the thickness; a symbol indicates the thickness

which was obtained from the experimental data, and which was employed in

determining the integral properties of the boundary layer. The integral

parameters and some boundary-layer-edge properties are shown in figure 4 for

a free-stream Mach number of 7.4. These data were used to obtain the local

flow conditions at the start of the interactions discussed herein for the

compression surface. Similar data were prepared for a free-stream Mach

number of 10.5 but are not presented here.

Several observations can be made from the boundary-layer thickness data

(fig. 3). With the smallest radius, natural transition occurred and turbulent

flow was obtained over the aft portion of the surface. With the larger radii,

transition was delayed, and, therefore, tri_s were required to obtain a

turbulent boundary layer for the interaction studies. The trip used with

the 0.188 in, radius was effective in initiating turbulent flow near the

trip and an abrupt change from the laminar to turbulent growth is indicated

in figure 3. With the radius of .0625 in., the growth rate is noticeably

different than that for the other radii. In this case, the boundary layer

and the entropy layer associated with the leading-edge bluntness merge, and

the rate of growth is greatly increased over the midportion of the surface.

This flow phenomena is termed "entropy swallowing" and has been described

in references 18 and 19.

To predict the turbulent boundary-layer growth an initial, or starting

point is required where the thickness and edge conditions are known. For

the theoretical results shown in figure 3 the starting point was at X/L = .54,

for the leading edge radii of .0025 gnch. A computer program based on the

turbulent boundary-layer theory reported in reference 20 was used to obtain

the theoretical thickness; results have not yet been obtained with the

program for the case with the .188 in. radius. The theory does not account

for the boundary-layer development in the presence of entropy swallowing,

therefore, no theoretical results are presented for the case with the radius

of .0625 inch. It can be seen that the theoretical results for a leading

edge of .0025 in. radius agree reasonablywell with experiment except near

the end of the compression surface where the data indicate a greater rate of

thinning, or compression. It is evident from the above results that to

attain the desired boundary-layer characteristics in model tests at hyper-

sonic speeds, considerable attention must be given to the choice of trips and

to the possibility of the occurrence of entropy swallowing.

Interactions on the Compression Surface

Surface-Pressure Distribution: The surface-pressure distribution in the

region of an interaction is generally used to obtain significant pressure and
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length parameters which describe someof the details of an interaction.
Pressure distributions obtained in the tests at M = 7.4 with the compression-
surface model are shown in figures 5 and 6 for le_ding-edge radii of 0.0625
and 0.188 in., respectively. (The complete pressure distributions for these
sets of data are presented in ref. 19.) Similar pressure distributions for
a leading-edge radius of 0.0025 in. were presented in reference 3. The
pressure distributions have been translated to aline the points where the
linear extension of the impinging shock intercepts the wall. By examining
these figures it can be seen that large separated regions occurred with the
blunter leading edge (fig. 6), and for this bluntness the plateau pressure
is well defined. In turbulent interactions with flow separation, and with
uniform flow in the region outside the boundary layer the plateau is generally
not as well defined. It is believed that this present result shows an effect
of the entropy layer produced by the leading-edge bluntness. In this case
with the largest bluntness_entropy swallowing did not occur prior to the
interaction, and the vorticity of the entropy layer might play somepart in
producing these results. Note also, that for the sameoverall pressure rise
the total interaction length is greater with a leading edge radius of 0.188
inch. With this radius, separation is evident for a generator angle of 6°
which provided a pressure rise of 6.7 across the interaction. With the 0.0625
in. radius, separation is evident for a generator angle of 15° , which provided
a pressure rise of 8.7. The fact that separation occurred for a lower pres-
sure rise with a leading-edge radius of 0.188 in. than with .0625 in. is
primarily attributable to the reduced Machnumberat the boundary-layer edge.
Data such as these were used to determine the pressure ratio for incipient
separation, which will be considered further following the discussion of
the axisymmetric test results.

Flow Field Analysis: An inlet flow field, in the general sense, includes:

(i) flows about blunt leading edgesD (2) viscous flow (laminar, transitional

or turbulent boundary layers), (3) the inviscid flow field which includes the

entropy layer introduced by leading-edge bluntness, and (4) various inter-

actions among these flows. The hypersonic inlet computer program described

in reference 21 includes (i), (2), (3), and some of the interactions concerned

with (4). It has been employed in the analysis of the data obtained in the

present two-dimensional tests and several features should be noted. The

equations for both viscid and inviscid flow are combined in the program. An

integral form of the turbulent boundary-layer equations which incorporates

the skin-friction relation described by Sivells and Payne (ref. 22) is used.

A control volume model for shock-wave boundary-layer interactions and a feature

for testing interactions for separation are also included. The separation

test is based on criteria given by Erdos and Pallone (ref. 23). (If separa-

tion occurs the computations continue as if there were no separation.)

Theoretical results obtained with the above computer program have been

compared with experimental results obtained with the two-dimensional model

for cases with and without separation. The results for separated flow (fig. 7)

were obtained at a free-stream Mach number of 7.4, with the model having a

leading-edge radius of 0.188 in. and a shock-generator angle of 6°. This

composite figure includes a schlieren photograph of the interaction region

and the associated surface-pressure distribution, each to the same scale and
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and correctly alined with respect to each other. Examination of this figure
shows that the entering boundary-layer thickness and overall pressure rise
were predicted well. Prediction of the surface-pressure distribution and
the induced shock wave should not be expected since the method does not
account for flow separation or an induced shock. (The theory predicted
separation for this interaction.) Examination of the schlieren photograph
insert showsthat the locations of the incident and reflected shocks are
predicted reasonably well, being displaced from the observed locations only
by about 0.i0 in. to 0.20 in., respectively.

Results obtained with no separation are presented in figure 8 for a free-
stream Machnumberof 7.4, and with a model having a leading-edge radius of
0.0625 in. and a shock-generator angle of 4° . The program did not indicate
the occurrence of separation and there is no evidence of separation in the data.
Both the shock structure and surface-pressure distribution are predicted well,
but the predicted entering boundary-layer thickness is muchsmaller than that
obtained experimentally. The process of entropy swallowing occurred in this
case, and, the theory in the program does not account for the boundary-layer
edge conditions imposedby this phenomena.

The above comparisons have shownexampleswhere the analytical method
yields good results. However, not all the observed phenomenawere predicted.
Further comparisons between theoretical and experimental results are needed
to increase the confidence in the results, and to determine where improve-
ments can be madein the analytical methods.

Interactions in Axisymmetric Flow

Studies of shock-waveboundary-layer interactions in an axisymmetric
flow are important because a large numberof inlets are axisymmetric and few
data exist. In cases where the inlet diameter is large comparedto the
boundary-layer thickness, the axisymmetric flow near the cowl leading edge
is generally considered to be locally two-dimensional. Experimental results
obtained for interactions occurring in such a region should be comparable
with those occurring in two-dimensional flows.

The purpose of the axisymmetric tests was to study an interaction between
a shock wave and a turbulent boundary layer that is representative of that
on the cowl of an inlet, and to determine the effects of boundary-layer bleed
in the vicinity of the interaction. A diagram showing a typical interaction
on the nozzle wall is shownin figure 9. With this model the shock generator
is a cone, and provisions are madefor boundary-layer removal as indicated
in the diagram. The control-volume analytical model which is to be used in
the analysis of the data is indicated in the lower part of the figure. A
momentumbalance is taken on the control volume with the assumption of no
mass addition between the end planes. The length of the interaction and
properties of the boundary layer downstreamof the interaction are obtained
from the analysis.
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Specific data have been selected from the tests to consider the details
of a separated interaction with no bleed, and with bleed sufficient to elimin-
ate separation. In addition, data for the pressure rise for incipient separa-
tion with no bleed were obtained and these will be discussed later.

Experimental results obtained at MI= 3.78, with and without bleed, are
presented in flgure i0. These results are for a separated flow in the case
of no bleed @nd_unseparatedflow with bleed. Shock wave locations, surface
pressure distributions, and boundary-layer thickness are shown. The data

for the location of the incident, induced, and reflected shocks were obtained

from pitot traverses made at many closely spaced stations throughout the

interaction region. Boundary-layer thickness was obtained from the Mach

number profile which was computed using the pltot pressure and the assumption

that the static pressure in the boundary layer was constant at the local wall

value. A bleed mass-flow ratio of 0.031 was obtained through a single row

of holes which were located approximately 0.15 in. upstream of the shock-at-

the-wall point, X i (see fig. i0). The bleed mass-flow ratio is defined as
the ratio of the mass removed through the bleed system to the mass contained

in the entering boundary layer. The following results are obtained from

examination of these data;

(i) The bleed was totally effective in preventing the separation that

existed without bleed. This is evidenced by the disappearance

of the induced shock, and the pressure distribution is typical of

that for an unseparated interaction.

(2) The upstream length and hence the total length of the shock-wave

boundary-layer interaction (as measured from the onset of the

pressure rise to the peak pressure) is significantly reduced. It

should be noted that the pressure decrease in the downstream

region is due to the expansion fan emanating from the base corner

of the cone. It is believed that this decrease in pressure does

not significantly influence the overall features in the initial

interaction region.

(3) The boundary-layer thickness immediately downstream of the inter-

action is less than that of the entering flow in both cases, and

the thickness, upstream or downstream, is not significantly affected

by bleed.

Results obtained with the region of bleed extending over a larger area

(4 rows of holes) are presented in figure ii. (The no bleed results have

been included for comparison purposes.) In this case, 13.1 percent of the

entering boundary layer was removed through the area indicated. The following

results are evident from examination of the data:

(i) An additional shock wave is introduced.

(2) The length of the interaction is not significantly less than the

length with 3.1 percent bleed.
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(3) The boundary layer downstream of the interaction is thinner with the

increased quantity of bleed.

Examination of the bleed location shows that the area of bleed extended

downstream of the shock-at-the-wall point, Xi, and into the region of high

surface pressure. These preliminary results do not permit an evaluation of

the relative effect of bleed location, but they do demonstrate that separa-

tion can be eliminated by a small amount of bleed over a small area within

the interaction region. The results show that with excess bleed over an

extended area, extraneous shocks may be formed.

A problem that may arise in an inlet design is to determine the quantity

of bleed that may be required to eliminate separation under specific condi-

tions. In addressing this problem it would be desirable to relate the quantity

of bleed flow needed to eliminate separation with some significant theoretical

value of mass flow. One approach to this problem is illustrated by the use

of the sketch and data presented in figure 12. The sketch shows a typical

turbulent interaction with Mach number profiles indicated upstream and down-

stream. Two theoretical mass-flow ratios and one experimental one are shown

in the lower figure. Both the theoretical and experimental points are based

on the results obtained in the axisymmetric tests at MI= 3.78 and with a 15 °

half-angle cone. The circle indicates the mass-flow ratio contained in the

subsonic portion of the entering boundary layer (about 1% for these test

conditions). Theoretically, if this quantity of flow were removed there

could be no upstream influence from the interaction. The triangle indicates

the mass-flow ratio contained in the subsonic portion of the flow downstream

of thereflected shock. If this quantity of flow were removed (i.e., about

5% of the entering flow) the boundary layer would be supersonic throughout

the interaction, and the analytical method of reference 16 would be applicable.

The square symbol shows the experimental result wherein a bleed mass flow

of 3.1%, in the area indicated, was effective in eliminating separation. These

results lead to the possible design criteria that the minimum quantity of

bleed flow should be large enough to remove an amount of flow equal to that

in the subsonic portion of the boundary layer downstream of the interaction.

It should be recognized that the axisymmetric tests were set up to study

an isolated interaction. Thus, the bleed quantity required to eliminate

separation obtained from this study might be expected to differ from the

bleed quantity required in an inlet. However, the results obtained for an

isolated interaction should represent a lower bleed limit that may be useful

for inlet design purposes. A comparison between the bleed removed on the cowl

of high-performance axisymmetric inlets and the bleed found necessary to

eliminate separation in these isolated interactions is presented in figure 13.

It can be seen that the bleed quantity varied considerably, from 33 percent

to 54 percent for inlets designed for Mach numbers 3.0 and 3.5, respectively.

For reference purposes the two theoretical bleed quantities discussed in

figure 12 are also shown for the entering boundary layer in each inlet. The

bleed ratios for the inlets are much higher than those required to eliminate

separation for the isolated interaction.
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On the basis of the above results it is concluded that it may be possible

to reduce the amount of bleed presently employed in inlet systems by consider-

ing the details of the location of the bleed relative to the interaction and

to the quantity of bleed removed. Obviously the bleed actually required in

an inlet may depend on many factors not considered here, but the concept for

eliminating separation by relating the bleed requirements to the theoretical

subsonic-flow quantity in the interaction region should be investigated
further.

Incipient Separation

The determination of whether or not a shock wave will separate a turbulent

boundary layer is a problem of general importance in the design of aircraft

components, and hypersonic inlets, in particular. With hypersonic vehicles

boundary-layer removal may not be used to control or prevent separation since

the removal of high temperature air may impose structural difficulties and

excessive weight penalties. Further, in order to prevent high local heating

rates, undesirable flow distortion, and aerodynamic blockage which may be

associated with flow separation, it is essential to be able to predict the

pressure rise which can be sustained across an incident-reflected shock system

without causing separation.

The incipient separation problem has been re-examined in this study in

view of the results obtained from recent investigations which have shown

that present parameters for incipient separation do not adequately correlate

all of the data. For example, a body of data obtained from several studies

have been reduced to obtain the incipient separation parameter

(CPINc Re X 0.!eff ) proposed by Popinski in reference 7. The parameter employs

the Reynolds number based on the effective length of run for turbulent flow.

However, this effective length is seldom known from experiments; instead,

the Reynolds number based on boundary layer thickness is usually given.

Popinski used the incompressible relationship, Re X = 3.47 Re_ 25.
eff

In the present study, this relationship has been modified to account for

compressibility, through the use of Eckert reference temperature. The

resulting equation is:

_6 0.025

Re_ .i = 1.132 Re_ 25 I_)Xeff

where the barred quantity is evaluated at the Eckert reference temperature.

The results are presented in figure 14. It is evident that the data are

not correlated by the parameters.

In view of the above results a dimensional analysis (see Appendix) was

made to determine the parameters which should be involved in the separation

of a turbulent layer. On the basis of this analysis a function which should
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correlate the data is:

a

• Re_
CPINc i

b

Cf I

f(Ml), (i)

where a and b are constants• For the data being examined, all of the quanti-

ties required in the above relation are readily obtained except the skin-

friction coefficient. An expedient method employing the velocity profile

was used to obtain the skin friction from the profile data. Use was made of

the Eckert reference temperature to obtain a transformed incompressible

velocity profile• This transformed profile was then fit to the "law of the

wall" in a manner similar to that proposed by Clauser (ref. 24) for constant

property flows. An inherent difficulty in the transformation is that the

"law of the wall" region of a transformed profile has a range of values of

transformed skin-friction coefficient, i__ (see ref. 25 for a discussion of

the deduction of skin friction from velocity profiles). In this study the

mean value of skin-friction coefficient, _f, was used to obtain the actual

skin-friction coefficient for all of the data with the exception of the

Bogdonoff data. For this data, which was obtained on a two-dimensional

nozzle wall, no velocity profiles are available and the skin-friction

coefficient was taken to be that given by the Spalding-Chi (ref. 26) theory

based on the Re X .
eff

Results obtained using the above method are presented in figure 15. The

value of b in equation (i) was set equal to 0.5, following the approach of

Chapman, Kuehn, and Larson (ref. 5). The value of a was determined from

the slope of the line through the data in figure 15. No explicit Mach number

dependence is evident• The resulting equation which correlates the two-

dimensional data is presented in the figure• Examination of the data indicates

that all of the data are correlated by the new parameter except the data

obtained in the tests with axisymmetric flow. The pressure rise for incipient

separation for the axisymmetric conditions was taken to be the local two-

dimensional pressure rise across the incident-reflected-shock system (correla-

tion, also, did not occur using the actual pressure rise attained in the test).

Since all of the data shown for the two-dimensional flow conditions correlate,

it is concluded that the pressure rise for incipient separation may be less

for axisyn_netric flow conditions. Also, it should be noted that for the

axisymmetric tests, in which the ratio of boundary-layer thickness to nozzle-

diameter ratio is about 0.07, the flow conditions may not be two-dimensional

in the region of the interaction. Further investigation of this matter is

obviously needed. In addition, investigations of interactions in axisymmetric

flow which represent those that occur on an inlet centerbody, are needed.

Such investigations should also include interactions which occur in regions

of streamwise pressure gradients.

With respect to the correlating parameter, it is important to note that

both the skin-friction coefficient and the Reynolds number must be specified
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independently. This demonstrates that in order to properly represent the

local flow phenomena in an interaction region both the local skin friction

(shear stress profile) and Reynolds number must be properly simulated. This

is an important consideration with respect to wind-tunnel models which must

employ trips to obtain a turbulent boundary layer.

CONCLUDING REMARKS

Data for boundary layer and flow field development, including the inter-

action of the turbulent boundary layer with an incident shock wave, on a

two-dimensional model with three leading-edge bluntnesses are presented. The

results show that both the boundary-layer and flow-field development are
strongly dependent on the leadlng-edge bluntness.

Theoretical results obtained from a computer program for hypersonic inlet

flow are compared with the experimental results. Whereas some of the observed

phenomena are predicted well, others are not. This occurs because the program

does not contain provisions to account for all the flow phenomena that may

be encountered in hypersonic inlets. Therefore, the program needs further

refinement before it can be used for general inlet design purposes.

Preliminary results of a study of the interaction between a turbulent

boundary layer and a shock wave which occurred in an axlsymmetric environ-

ment are presented. The effect of boundary-layer removal in the interaction

region is discussed for an interaction where separated flow occurred without

bleed, and where a small amount of bleed eliminated separation. With respect

to the problem of eliminating boundary-layer separation by boundary-layer

removal, it is proposed that the criteria governing the bleed requirements
should be related to the mass contained in the subsonic flow downstream of

the reflected shock wave.

Results obtained from the present and other studies are presented and

discussed in relation to problems of the prediction of incipient separation.

In particular , a new parameter has been proposed for correlating incipient

separation data. The parameter correlates data obtained in two-dimensional

flows for a wide range of Mach numbers, and wall-to-free-stream temperature

ratios. Data obtained in axlsymmetrlc flow do not correlate. It is concluded

that the pressure rise for incipient separation in axisymmetrlc flow may be
less than that in two-dimensional flow.
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APPENDIX

Outline of Dimensional Analysis Used to Obtain
Incipient Separation Correlation Parameter

Presented herein is a brief outline of the derivation, based on a
dimensional analysis, of a parameter which has the capability to correlate
incipient-separation pressure data.

The pertinent variables which enter the analysis were based on the
following considerations: The boundary layer will tend toward separation
when the momentumaddition to the fluid near the wall becomesless than
that removedby the imposed pressure gradient and the wall shear; further,
it is assumedthat the contribution of the wall shear is negligible in
comparison to that of the imposed pressure gradient. Thus, a correlation
parameter is sought to represent the momentumflux entering the interaction
and that removedby the action of the imposed pressure gradient.

With respect to the entering momentum,the important quantities which
influence the shape of the profile are: The momentumat _theboundary layer

_pu2 and the boundary-
edge, p6u_, the gradient of momentumnear the wall, _y ,

layer thickness, _i" Note that the specification of the conditions at the
two boundary points (i.e., the wall and boundary-layer edge) of the momentum
profile in no way uniquely defines the entire profile. Of course, the value
of the momentumat the wall is zero; but the gradient of momentumnear the
wall is important in how the momentumchanges from zero to the edge value.
Therefore, the term for the momentumgradient near the wall is included in

_u ___
the present analysis. The important terms in this gradient are: --_, _y,

_u
and p, all evaluated at the wall. The term_ at the wall can be expressed

in terms of the initial wall shear stress, _Wl, and the viscosity, _w" The

density gradient, for a constant pressure layer, is related simply to the

_T Through the Reynolds analogy, the tempera-
static temperature gradient, _-_.

ture gradient may be given explicitly in terms of the velocity gradient

and, therefore, may be omitted from further consideration. The edge

velocity, wall-to-edge temperature ratio, and edge Mach number may be used

to express the wall density as:

Pw = f ' M6' u6 '

where a viscosity-temperature relation is employed in addition to the local

isentropic relations.
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dP
A measure of the pressure gradient, _, throughout the interaction is

given by the pressure rise across the interation at incipient separation,
(Pfinal - PI ) , and the total length of the interaction, AT.

INC
(Pfinal - Pt)INCdP

(_) _ ATdXIN C

The parameters obtained from the above discussion (i.e., (Pfinal - PI )

_w

AT , 61, 06, u_, Tw I' _w' --_, and M_) are used to represent the interaction

phenomenon. Grouping these terms through a dimensional analysis yields the

following functional relationship:

a

Re61 (V6_ a _w c :,_T'_d = f(M6)
cb "

(A-l)

In the present analysis two important assumptions are used to reduce the

complexity of equation (A-l). First, the term AT is assumed to be a

i

function of M6, Re 6 , and viscosity ratio. Thus, __ATneed not be explicitly

i 61

included in the correlation parameter. It should be noted that this is

not the assumption of the existence of a "universal _ relation between

interaction length and entering boundary-layer thickness employed in ref-

erence 23. Secondly, it is assumed that the numerical value of the constant,

(c), in equation (A-I) is equal to that of the constant, (a). With these

assumptions, equation (A-l) is reduced to the following relationship

employed in the present study:

_e_ a

CPIN C 61

C b

fl

= f(Ms)

INC '

523



REFERENCES

le

.

o

.

De

.

e

.

.

i0.

Ii.

12.

Sorensen, Norman E., Morris, Shelby Jr., and Pfyl, Frank A.: A

Study of Hypersonic Inlet Technology. Conference on Hypersonic

Aircraft Technology, NAS SP-148, 1967, Paper No. 20.

Gnos, A. Vernon, Gallo, William F., and Latham, Eldon A.: Two-Dimenslonal

Boundary Layers and Flow Fields of Hypersonic Inlets. Conference on

Hypersonic Aircraft Technology, HAS SP-148, 1967, Paper No. 21.

Watson, Earl C., Murphy, John D., and Rose, William C.: Shock-Wave Boundary-

Layer Interactions in Hypersonic Inlets. Conference on Hypersonic Air-

craft Technology. NAS SP-148, 1967, Paper No. 22.

Kuehn, Donald M.: Experimental Investigation of the Pressure Rise Required

for the Incipient Separation of Turbulent Boundary Layers in Two-

Dimensional Supersonic Flow. NASA Memo 1-21-59A, 1959.

Chapman, Dean R., Kuehn, Donald M., Larson, Howard K.: Investigation of

Separated Flows in Supersonic and Subsonic Streams with Emphasis on

the Effect of Transition. NACA Rept. 1356, 1958.

Erdos, John and Pallone, Adrian: Shock Boundary Layer Interaction and

Flow Separation. Proceedings of the 1962 Heat Transfer and Fluid

Mechanics Institute, F.E. Ehlers, J.J. Kauzlarlch, C.A. Sleicher, Jr.,

R.E. Street, eds. Stanford Univ. Press, 1962, pp 239-254.

Popinski, Z.: Shock-Wave Boundary-Layer Interaction. Rep LR 18307,

Lockheed California Co., 29 June 1965.

Poplnskl, Z., and Ehrlich, C. F.: Development Design Methods for Predicting

Hypersonic Aerodynamic Control Characteristics. (AFFDL TR-66-85),

Lockheed California Co., September 1966.

Pinckney, S. Z.: Semiempirical Method for Predicting Effects of Incident

Reflecting Shocks on the Turbulent Boundary Layer. NASA TN D 3029, 1965.

Paynter, G. C., and Ross, P. A.: Calculation of Turbulent Boundary Layer

Characteristics Across an Oblique Shock Reflection Including the Effects

of Mass Bleed. Boeing Document No. D6-2-365, April 1968.

Gulbran, C. E., Redeker, E., Miller, D. S., and Strack, S. L.: Heating

in Regions of Interfering Flow Fields, Part III: Two-Dimensional Inter-

action Caused by Plane Shocks Impinging on Flat Plate Boundary Layers.

(AFFDL-TR-65-49, Part III), March 1967.

Reshotko, E. and Tucker, M.: Effect of a Discontinuity on Turbulent

Boundary-Layer-Thickness Parameters with Application to Shock-Induced

Separation. NACA TN 3454, May 1955.

524



13. Kutschenreuter, Paul H., Jr., Brown, David L., and Hoelmer, Werner:

Investigation of Hypersonic Inlet Shock-Wave Boundary Layer Interaction,

Part II. Continuous Flow Tests and Analyses. Rep. AFFDL TR-65-36

(Contract AF 33(657)-11747) General Electric Co., Evandale, Ohio.

14. Benson, J. L. and Maslowe, S. A.: Bluntness and Boundary-Layer Displace-

ment Effects on Hypersonic Inlet Flow Fields. Journal of Spacecraft

and Rogkets, vol. 3, No. 9, Sept. 1966.
/

15. Seebaug1_, W. R., Paynter, G. C., and Childs, M. E.: Shock-Wave Reflection

Fro_a Turbulent Boundary Layer with Mass Bleed. AIAAPaper 68-110,
AIAA 6th Aerospace Sciences Meeting, New York, June 22-24, 1968.

16. Rose, W. C., Murphy, John D., and Watson, Earl C.: Application of an

Invlscid Model to the Interaction of a Shock Wave with a Turbulent

Boundary Layer. AIAA Journal, vol. 6, No. 9, Sept. 1968, pp 1792-3.

17. Holdaway, George H., Polek, Thomas E., Kemp, Joseph H., Jr.: Aerodynamic

Characteristics of a Blunt Half-Cone Entry Configuration at Mach

Numbers of 5.2, 7.4, and 10.4. NASA TMX-782, 1963.

18. Cousin, Sheldon B.: Leading Edge Bluntness Effects and Their Importance

in Hypersonic Inlet Design. AIAAPaper 67-451. AIAA Third Propulsion

Joint Specialist Conference, Wash. D. C., July 17-21, 1967.

/
/

19. Sanator, Robert J., _occlo, John L., and Shanshims, Dan: Effect of

Bluntness on Hypersonic Two-Dimensional Inlet Type Flows. NASA

CR 1145, Oct. 1968.

20. Lynes, Larry L., Nielsen, Jack N., and Kuhn, Gary D.: Calculation of

Compressible Turbulent Boundary Layers with Pressure Gradi-nts and

Heat Transfer. Nielsen Engineering and Research, Inc., Report

NEAR TR 6, August 1968.

21. Maslowe,S. A., and Benson, J. L.: Computer Program for the Design and

Analysis of Hypersonlc Inlets. Final Report. Lockheed California

Company Report No. 18079, Aug. 31, 1964.

22. Sivells, J. C., and Payne, R. G.: A Method of Calculating Turbulent

Boundary Layer Growth at Hypersonic Msch Numbers. AEDC TR 59-3, 1959.

23. Erdos, John and Pallone, Adrian: Shock Boundary Layer Interaction and

Flow Separation. AVCO Report RAD-TR-61-23, Aug. 1961.

24. Clauser, F. H.: Turbulent Boundary Layers in Adverse Pressure Gradients.

J. Aeronautical Sci., vol. 21, No. 91, Feb. 1954.

25. Allen, J. M.: Use of Baronti-Libby Transformation and Preston-Tube

Calibrations to Determine Skin Friction from Turbulent Velocity

Profiles. NASA TN D-4853, Nov. 1968.

525



26.

27.

Spalding, D. B. and Chi, S. W.: The Drag of a Compressible Turbulent

Boundary Layer on a Smooth Flat Plate With and Without Heat Transfer.

J. Fluid Mech., vol. 18, pt i, Jan. 1964, pp 117-143.

Pinckney, S. Z.: Data on Effects of Incident-Reflecting Shocks on the

Turbulent Boundary Layer. NASA TM X-1221, March 1966.

526



TABLE I

2-DIMENSIONAL MODEL COORDINATES

0

Y

/

aG. GENERATOR-_/" I

48 -

0
RAMP COORDINATES FOR

THEORETICALLY SHARP LEADING EDGE

X y X

51.30

GENERATOR

FOR c_(; = 0°

._-. HINGE POINT

5.23

Y X Y

0 0 29 1.926

10 0.524 30 2.038

11 0.578 31 2.156

12 0.634 32 2.280

13 0.692 33 2.408

14 0.752 34 2.540

15 0.813 35 2.676

16 0.874 36 2.816

17 0.936 37 2.960

18 1.000 38 3.108

19 1.066 39 3.260

20 1.136 40 3.414

21 1.210 41 3.572

22 1.286 42 3.734

23 1.366 43 3.900

24 1.450 44 4.070

25 1.536 45 4.244

26 1.626 46 4.422

27 1.720 47 4.604

28 1.820 48 4.790

NOTES:

1.

2.

3.

21.928 3.049

26.927 3.134

27.927 3.153

28,927 3.176

29.927 3.205

30.926 3.242

31.926 3.291

32.926 3.356

33.925 3.439

34.924 3.538

35.924 3.649

36.923 3.768

ADD 0.002 TO ALL Y DIMENSIONS FOR R = 0.0025

ADD 0.059 TO ALL Y DIMENSIONS FOR R = 0.062

ADD 0.178 TO ALL Y DIMENSIONS FOR R = 0.188

4. ALL LINEAR DIMENSIONS IN INCHES
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PANEL ANDGENERALDISCUSSION

Moderator - Mitchel H. Bertram_ NASA Langley Research Center

The Panel and General Discussion was transcribed

from a tape recording of the session. This tran-

scription was edited by the moderator to remove

redundancies and assure reasonable grammar and

continuity. However, this editing was not done

to change an essentially oral exchange into written

language. To make this discussion more useful_

footnotes have been added in the editing process,

most of which give the source of various research

works referred to by the speakers. A debt is owed

Ivan E. Beckwith for his invaluable assistance in

this process.

MHB
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PANEL AND G_TERAL DISCUSSION

Moderator - Mitchel H. Bertram, Langley Research Center, NASA

PANEL MEMBERS:

Professor Mark V. Morkovin, Illinois Institute of Technology

Professor John Laufer, University of Southern California

A. M. 0. Smith, McDonnell-Douglas Corporation

Henry McDonald, United Aircraft Research Laboratory

Mitchel H. Bertram: I have asked the panel members to devote lO minutes to

their initial presentation with a chance for further remarks later and inter-

action with the audience. The audience participation is important to this dis-

cussion and you must remember that you were invited not merely as spectators

but so as to become involved and contribute as straightforwardly as possible to

the problem at hand. We will start the discussion with Professor Morkovin.

Mark V. MoFkovin (Illinois Institute of Technology): The 1968 Stanford meeting

confirmed that the flows especially challenging for both the theoretician and

the experimentalist are the nonequilibrium (nonsimilarity) flows. At the pres-

ent symposium, I was impressed by the evidence that additional nonsimilarity

brought about by the thermal field, i.e. 3 the stagnation enthalpy variation,

Ht(x,y), may be even more challenging. At incompressible speeds most dynamic

unbalances in the turbulent boundary layer tend to approach equilibrium condi-

tions near the wall rather rapidly since this slow, inertial region responds

readily - across streamlines - to changes in free-streamvelocity and pressure

gradient. Thermal changes imposed on the outer regions of the compressible

boundary layer, however , will propagate only slowly towards the wall, probably

leading to different lag times in heat transfer.

This spells CAUTION for generalizations of experimental techniques and theory

as we depart from the comfortable similarity conditions, especially the adia-

batic wall conditions (on which my own limited observations were based). The

most palpable evidence of the effect was presented to us in the shifts in x

and y of the stagnation-temperature dependence on the mean longitudinal

velocity _. This aspect will probably put a limit on the possibility of the

compressible-incomG_ressible mappings we have heard about. The effect is almost

surely present downstream of boundary-layer trips at high Mach numbers .(which

reshuffle the thermal field throughout the boundary layer) and mskes their

usage even more suspect for simulation than was indicated by the revealing

paper presented byMorrisettein this symposium. 1 We have heard of two more

cases where the relaxation effects of primarily the thermalfield make analysis

difficult: the cases of entropy layer stratifications and the nonuniform dis-

tribution of stagnation temperature in settling chambers of high-speed wind

tunnels. 2 In the latter case, the experimentalists are concerned not only about

1paper no. 16 of this volume.

2R. Jones discussion after paper no. ll (paper no. 12).
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the induced effect on the measured mean skin friction and heat transfer, but
also on the corresponding fluctuation quantities.3

My second group of observations deals with the role of theoretical methods.

What we really need is a graduated hierarchy of methods starting with "fasties"

for prediction of gross wall characteristics and ending with procedures incor-

porating information on boundary-layer structure beyond that of mean theorems.

Despite the overbelief of chief engineers and contracting officers in data from

complex computer programs, only reasonable upper and lower bounds are required

for most design purposes. The special merit of extra detailed theories

(e.g., papers 3, 6, and ll) is that they can provide basic understanding on one

hand and can build up confidence in the intermediate and fast predictive methods.

An excellent example of a "fasty" improvement on previous "fasties" is the cor-

relation presented here by Ed Hopkins and the Ames group in paper 10. In fact,

no current extra detailed method can apparently match this "fasty" correlation

on the effect of wall-to-stagnation temperature ratio. A good example of the

application of a detailed method has been demonstrated by Bushnell and Company

in paper ll which threw at least partial light on the aforementioned variation

of stagnation enthalpy with _(x,y).

Even more than for low-speed turbulent layers, however, we need careful experi-

mental standards: (a) for guidance of the predictive theories and (b) for

understanding of detailed turbulent-layer structure, expecially above M of l0

when substantial differences fro_ phenomena observed by Kllne et al. 4 Kovasznay
and Kibbens,5 Kaplan and Laufer, etc., must be expected since the various low-

speed feedback loops can hardly be maintained. In category (a) we need good

experiments, preferably with redundant instrumentation (for extra accuracy) for

the development of a layer through a long run of (1) a compressible field such

as the ramp of J. Henry and Co._ of paper 19, (2) of an expansive field, and

(3) of a constant pressure field with x-varying wall temperature and/or

boundary-layer edge temperature. Good consistent experimentation worthy of

setting standards requires extra time_ extra patience, extra "knowhow," extra

good instrumentation, good and flexible facility_ FUNDING, and confidence and

support of supervisors. Had Harry McDonald had such data for his comparisons

in paper 6, his conclusion could be more definite including his partial loss of

respect for the difference technique.

As to category (b), J. Wallace gave us only a tantalizing taste of the potential

of the electron beam for measurements of hypersonic density fluctuations in

3Howeverj since the characteristic times imposed by low-speed settling

chamber processes tend to be long in comparison with the characteristic times

of the supersonic boundary layer, no important dynamic coupling should be

expected. See also M. V. Morkovin_ Trans. ASME_ Ser. E: J. Appl. Mech.,

Sept. 1959, p. 319; see especially discussion, ibid., June 1960, p. 362.

4Kline_ S. J.; Reynolds, W. C.; Schraub_ F. A.; and Rundstadler, P. W.:

J. Fluid Mech., vol. 50, pt. 4# 19673 p. 741.

5Kovasznay, L. S. G.; and Kibbens, V.: Proc. 12th Int. Cong. of Appl.

Mech._ Stanford, 1968, Springer Publ. 1969.

6Kaplan, R. E.; and Laufer, J.: Proc. 12th Int. Cong. of Appl. Mech.,

Stanford, 1968, Springer Publ. 1969.

548



paper 8. I am only too well acquainted with the limitations of the hot wire

for fluctuation measurements. Here, the Langley group are correctly concen-

trating on measurements in helium where some of the heating and support prob-

lems disappear and success comparable to that at lower supersonic speeds may be

hoped for. Wallace's unsteady-stagnation-pressure measuring device (paper 8)

appears to suffer from lack of high-frequency response to compare to the other

two devices. All three devices need further development and clarification of

true limitations.

My last group of comments is strictly miscellaneous. First, once a boundary

layer is turbulent, its random behavior in the small is well averaged out and

controlled by the nonlinear processes so that the overall processes are essen-

tially deterministic and predictable. _nis is not the case for the transition

phenomenon where large uncertainties always remain because the disturbance

input and local stability characteristic are never known accurately enough. In

view of this substantial uncertainty in the "origin" of the turbulent layer, to

what accuracy are we justified in pushing the careful computations? For hyper,

sonic vehicles flying at M of 12 or higher we are likely to run into low

enough Reynolds numbers not to have fully developed layers (Coles7). In fact,

many wind-tunnel experiments suffer frbm the same problem, leading to scatter
and even contradictions.

Returning to the question of mapping of compressible fields into companion

incompressible fields. 8 Economos in paper 5 provided extra mathematical free-

dom by allowing the pressure gradient and wall mass flux of the incompressible

"image field" to be arbitrary. However, questions remain as to the physical

significance of the corresponding compressible fields. Conceivably, such ques-

tions could be elucidated with the difference techniques such as that of

Herring-Mellor (paper 3) and Bradshaw9 (if the difference between these were

less than anydiscrepancies in the mapping).

Finally, one could say that the very existence of a true mapping for M > 6 in

the presence of an arbitrary heat transfer Nu(x) and mass transfer _(x) at

the wall is in doubt. Any hypersonic problems %Nithmass ablation are important.

Jehm Laufer (University of Southern California): I think it happens very seldom

that major questions are answered in meetings of this kind and I don't think

that that happened at this meeting either. On the other hand, listening to the

papers of yesterday and today, I did come up with two strong impressions. One,

7Coles, Donald: Parts I, II, and III, Rept. Nos. 20-69, 20-70, and "20-71,

Jet Propulsion Lab., California Inst. Technol., June l, 1953.

8In a discussion of paper 15 after the symposium, K. G. Winter reiterated

that his mapping of the compressible adiabatic field parameters up to M _ 4.4

into the incompressible correlations gives definitely different results than,

say, the Coles mapping. Since in the latter point-by-point mapping the wall

• " ( ) = ( )( ) is mandatory, it was concluded thatinvarlance CfRe inc CfRe P_/P_ com

the R.A.E. correlation must be an empirical one between wall parameters without

actual field mapping.

9Bradshaw, p.; Ferriss, D. H.; and Atwell, N. P.: J. Fluid Mech., vol. 28,

pt. 3, May 26, 1967, pp. 593-616.
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a positive one, could be stated in the following way: Apparently there is more

and more evidence from widely different sources that, as far as the dynamics of

turbulence is concerned, there is no significant difference between a supersonic

environment and a low-speed environment. This observation, I believe, was first

made by Mark Morkovin, back in 1961, as I indicated yesterday. Since then we

have some more indirect evidence such as Mr. Winter's results that he presented

in paper 15. It would appear that some of the length ratios determined in terms

of kinematic quantities are independent of the Mach number. Furthermore, the

fact that George Mellor's calculations express the exchange coefficient in terms

of kinematic quantities only also points in that direction. Finally, the suc-

cess of a Coles type of transformation also seems to indicate that density

effects can be accounted for by simple coordinate stretching. Thus, much evi-

dence seems to indicate, at least in the high supersonic or lower hypersonic

Mach number ranges, that the general concept of a turbulent mechanism unaffected

by the supersonic nature of the mean stream is an acceptable one.

Now the second impression is a negative one. When one looks through the papers

of this meeting one finds that there is a ratio of 3 to 1 of analytical-type

papers as against experimental. As a matter of fact, when one examines closely

the e_perimental papers _-_._ deal with detailed measurements rather than just

skin-frictlon or heat-transfer measurements, the ratio is even higher than that.

I think this actually reflects the whole research activity on the problem under

consideration in this country. Very much less experimental research is going

on than theoretical research. In the particular area of turbulent hypersonic

flow this is not a sound situation. I say this because in laminar cases when

we do even quite complex calculations we can always compare those calculations

to some exact solutions_ but we don't have any exact solutions here and we need

some acceptable, carefully done experiments - but this is exactly the point that

Mark made minutes ago. It seems to me that above Mach number 5 we don't have,
even for the simplest case, acceptable detailed measurements of the flow field.

Not only measurements of the mean velocity but also of some of the other quanti-

ties need to be carried out. The sort of technique that we heard of yesterday

from WallacelO would be very useful and needs to be further developed. Wallace's

paper pointed out the potentialities of such a method, but the technique cer-

tainly cannot as yet be considered at the stage to give accurate density distri-

butions that can be compared to calculations. His own measurements are, and I
am sure he agrees, only preliminary.

Considering now the flmctuating rather than the mean field_ there again a lot

of work could be done. i am not necessarily referring to studying the turbulent

mechanism per se as we do in the incompressible case because we have problems

enough in the low-speed case. But there are certain points that we expect to

be different, especially at Mach numbers higher than _. Let us look at the

pressure fluctuations_ for instance Kistler's measurements of the pressure fluc-

tuation on the wall.ll One will find that they are rather high: the rms p'

is something like a factor of 5 greater than the wall shear stress, if I remem-

ber, and this factor increases like Mach number square. So at M = 20 appar-

ently one might expect wall pressure fluctuations of the order of the static

lOWallace_ J. E. : CAL No. AN-2112-Y-13 Cornell Aeronaut. Lab. _ Inc.

Aug. 1968 (Paper 8 in this symposium).

llKistler, Alan L. : Phys. Fluids, vol. 2, no. 33 May-June 19_9,
Pp. 290-296.
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pressure itself, and a not much less intense radiated pressure field. Two

measurements here at Langley indicate that_ in terms of the mean static pres-

sure, fluctuations are anywhere from 2 to 6 percent. 12 This is in the free

stream. In the turbulent boundary layer we can expect pressure fluctuations of

10, 20, 30 percent or so. It is interesting that apparently at least up to

Mach number 5, there is not much interaction between these pressure fluctuations

and the vorticity fluctuations (at least as far as we can tell). But they are

present, so that when one makes total-pressure fluctuation measurements, it is

unwise to say that those measurements are essentially u' fluctuations. At

these Mach numbers the static-pressure fluctuations might make a significant

contribution to the total-pressure fluctuations.

A. M. 0. Smith (McDonnell-Douglas Corp.): When Mitchel [Bertram] said that he

wanted us to be prepared to talk for i0 minutes, I wasn't sure what would happen

here so I prepared a few slides to give a quick run-down on the status of the

work that we are doing in the calculation area. I'll show them first and will

take the remainder of the time for some general comments. It has occurred to

me that there are roughly three main points I want to make which I will get

into later. One, after listening to Jack Nielsen this morning,13 I am not sure

I want to stick to it but I'll say it anyway to start an argument, "No fooling

around with compromise mathematics," and second is the need for more careful

test data which Mark Morkovin mentioned. Finally, @ few comments about the

eddy-viscosity concept versus the idea of Bradshaw 14 and Donaldson.15

In the first figure are shown the equations that we are currently trying to

solve. I like them myself, they are in rather a clean form and I just want to

point out a few things about them. The t quantity is a transverse curvature

measure and the equations are all transformed with a Levy-Lees and Probstein-

Elliot type of transformation. The e+ is an e/w ratio and is the turbulent

eddy-viscosity measure. If this term is zero then you have laminar flow, if

t is zero you don't have a transverse curvature effect, and the rest of the

expressions are the ordinary laminar equations. The second equation is the

energy equation and heat transfer shows up in the PrT quantity, a turbulent
Prandtl number. I like to characterize these equations as following the prin-

ciple of good management. The equations are all exact at least to first order

except for e and the turbulent Prandtl number. So if they don't work at least

you know where to pin down the responsibility. The remaining equations give the

various definitions plus our form for the inner eddy viscosity (el) , which has

the Van Driest correction, and the outer eddy viscosity 3 which is essentially _

12Measurements by R. D. Wagner in the Langley 22-inch helium tunnel at

M = 20. (See AIAA Paper No. 69-704 by R. D. Wagner, Jr., D. V. Maddalon,

L. M. Weinstein, and A. Henderson, Jr., June 16-18, 1969.

13paper 14.

14Bradshaw, P.; Ferriss, D. H.; and Atwell, N. P.: NPL Aero Rept. 1182,

Jan. 1966.

15paper 7.
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constant with an approximation for the error-function intermittency fade-out.

These then are the basic formulas, and now I'll show Just a few examples of

their application.

TRANSFORMED EQUATIONS

2k + Pr g' U _ I 3.0

-_ _J _.o

dee f, U H C - P_ ro,k Stx

1.0 i
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Figure 1 Figure 2

On the next figure [fig. 23 are shown two cases of flat-plate flows. The tem-

perature is 24 ° above the free stream. The analytic results are compared with

Reynolds' experimental data from Stanford.16 Agreement of theory and experi-

ment is good at the bottom of the figure, though the slope is slightly differ-

ent. The other example at the top of the figure has a step in the wall temper-

ature, and experiment and theory agree rather well in this case also. I might

say that one problem that we wonder about in connection with going on to very

high Mach numbers is that of high wall temperature, so it would be very inter-

esting to repeat some kind of experiment like this with appropriate tempera-

tures. As I see it, it wouldn't necessarily have to be at extremely high Mach

numbers. It would just have to be a high wall temperature where viscosity gets

high and a sort of Reynolds number for the bottom of the boundary layer is real
low.

On the next figure Efig. 33 are shown some French datai7 where we compare our

method with momentum thickness data on the left and with profile data on the

right. Some more heat-transfer data are shown on the next figure Gig. 4_.
These are old Ames data taken at Mach number 1.69.18

When we get to around Mach 4 we are starting to have some trouble_ and I see a

lot of work ahead. We are making the modifications of Mellor's right now into

the kinematic 5". (Note added in proof, Aug. 13 1969: Mellor's introduction

of kinematic 5" has worked wonders. See results in AIAA Preprint 69-687 by

Cebeci, Smith, and Mosinskis.)

16Reynolds, W. C.; Kays, W. M.; and Kline, S. J.: NASA MEMOS 12-I-58W

and 12-2-58W, 1958.

17Michel: 0NERA _M 22_ Figs. 5 and 12.

iSpappas, C. C.: NACA TN 3222, 1954, Figs. 6(a) and 8(a).
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Results with transverse curvature are rather interesting, as shown next [fig. 5].
These are Yasuhara's tests in Japanl9 on a tube about a meter long. There is

laminar flow at first# and at transition we switch in the eddy viscosity. The

second profile from the left_ which was taken in the transition region, does not

actually agree well with experiment. But finally you go right, throllgh transi-

tion and settle down to agree well with the profiles taken in turbulent flow.

INCOMPRESSIBLE BOUNDARY LAYER
PROFILES ON A CIRCULAR CYLINDER
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Figure 5

It is encouraging to have one method that

will go through both laminar and turbu-

lent flow and handle everything.

Now as far as my general comments go 3 it

seems to me that there are three types

of methods here. Agreeing with Mark

Morkovin, there is what I'm inclined to

call a big gun method, which is used with

some kind of a billion dollar project

where we really should go all out. Then

there is a very simple method and the in-

between ones. I think this last is

essentially what Jack Nielsen is doing.

Actually, when I say don't fool around

with compromise math_ I am not entirely

following that line myself# but one of

the points was that the computers nowa-

days are sufficiently powerful that you

can solve the problem as exactly formulated as you know how. It takes us about

two to three seconds per station_ amounting to about one minute for an entire

incompressible problem and something like double that on the set of equations

that I showed you in figure l_ to solve a compressible problem on a 360-65
computer.

There is a certain amount of tradition in methods of analysis. The computer is

a tremendous new tool that should cause vast changes in analysis methods, but

19yasuhara: Trans. Japan Soc. Aero. Space Sci., vol. 2, no. 3, 1959,

pp. 72-76.
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often the changes are slow to follow. There is need for more test data, as has

already been mentioned. One thing is dismaying when you are developing com-

puting methods. If you have empiricism in the turbulent boundary-layer equa-

tions, the only way to know whether you have an adequate method is to examine

about all the available experimental data, or at least a very good sample of

the whole population of experiments, and this means a tremendous amount of work.

However, I don't know what to do about it. The laminar case, of course, is

different; we accept the equations and the problem resolves to one of just

solving them. Spalding checked 419 data points 20 and there are more coming in

all the time; in fact, there is an abundant supply of new information which

unfortunately is not nearly as detailed as needed. Finally, there is this

rather fun controversy between Mellor,21 Spalding,22 us, Henry McDonald,

Bushnell, Bradshaw_ Cole Donaldson, and maybe others, about eddy viscosity,

mixing length, and tu%bulent kinetic energy. We, meaning several of us, have

introduced a new technique in being able to solve these partial differential

equations in a numerically exact sense. Now the question is: Exactly what do

we do in feeding in the necessary empirical information? I can't see right

now, from what I know and hear, Just what is going to turn out best. I think

that several ideas need to be pushed for some time. The fact that somebody

like Bradshaw has more logic on his side, I will concede. I think that maybe

he is confused on a higher plane than us, to use that old expression. Finally,

the problem settles down to numbers. The best method will be the one that

gives the best answers regardless of the sophistication of the necessary

empiricism.

One point of interest is flow visualization of the turbulent process, which
Kline has studied.23 For the flow on a wall he can see eddies in motion - in

addition, he has their trajectories. Despite their interest_ these pictures

don't tell me anything about whether to favor a simple eddy-viscosity concept or

a turbulent kinetic-energy concept. Another point, to add to the confusion, is

this business of additives. In water, additives have a tremendous effect upon

turbulence - in fact_ they decrease the skin friction from the turbulent value

to about 80 percent of the way down to the laminar value. Now if we had some

basic understanding here, I think this could be explained. There is plenty of

information that just leaves you in a high state of confusion, and I think that

we are still working blind. A test of calculations against experiments is

finally what is going to count.

20Spalding, D. B.; and Chi, S. W.: J. Fluid Mech., vol. 18, pt. i, Jan.

1964, pp. 117-143.

21j. Fluid Mech., vol. 24, 1966, pp. 225-253 and 25_-274; AIAA J., vol. _,

1967, pp. 1570-1579; also, NASA CR-I144, 1968 (paper no. 3 of this volume).

22patankar and Spalding: Int. J. Heat and Mass Trans. 3 vol. i0, no. i0,

Oct. 1967, pp. 1389-1411.

23Kim, H. T.; Kline, S. J.; and Reynolds, W. C.: Stanford Univ. Rept.

MD-20, Jan. 1968; also see J. Fluid Mech., vol. 30, Dec. 22, 1967.
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Mark Morkovin: There is information with respect to the additives at the drag

symposium meeting,24 that you drop the skin friction at the wall something more

than 50 percent, but the turbulence level at the center line of the pipe went

up by a factor of two.

Henry McDonald (United Aircraft Research Laboratory): I'd like to take a per-

haps more pragmatic view of what has been occurring recently. I will split my

talk up into three sections: past, present, and future. My mother-in-law is

a doll; she gave me some good advice when I came to this country; she said that

when you are in a land of foreigners and they don't understand English, when

you speak to them and they don't comprehend, say it again louder - so, if you

have heard these remarks before, you will excuse me. When I look to the past

the most obvious thing which catches my attention is the Stanford Conference

that Mark Morkovin talked about yesterday.25 Here we had 28 predictors all

gobbed together to solve a fairly academic problem at a conservative cost of

something like a half-million dollars. It seems to me that when we have so

many other real problems, to solve that one so many times over - to say it so

often_ so loud - was more than a bit superfluous. Further work on thin incom-

pressible two-dimensional turbulent unseparated boundary layers is obviously

not justified by industry; it can only be carried out by the universities from

now on. I think that if you are going to work on the boundary-layer problem,

you have got to develop new wrinkles, you have got to start considering suction_

blowing, separation, higher order terms, time dependence_ etc. Since industry

can no longer justify work on the simple problem, universities are going to

have to do it.

It seems to me, viewing the universities from outside, that many of the advisors

feel a sense of responsibility towards the student to ensure that the student

gets his Ph.D. Therefore, they pick a subject that they know will get a Ph.D.,

and this may be why 28 people solved the boundary-layer problem all at once. I

think it might be well _o try and solve more difficult problems. In addition,

we seem to have a negative attitude towards basic turbulence. Whatever happened

to Malkus' theory?26 Whatever happened to Burgers' equations?27 They seem to

be existing in limbo and people whisper about them in revered tones and do

nothing about them. Where are the Ph.D. students working on these aspects of

turbulence, developing new models, improving their understanding? I think the

negative attitude is promulgated by people like Schlichting who wrote in the

textbooks that the turbulence problem will never be solved. It will never be

solved if no one ever works on it_ and that's for sure.

That is the past. For the present, I don't think I heard anything at this con-

ference which makes me change my optimistic viewpoint. I am sure the nonhyper-

sonic compressible turbulent boundary layer will shortly be solved 28 times.

It is evident to me that, just at the present conference, there are something

24Symposium on Viscous Drag Reduction. Sept. 24-25, 1968, Dallas, Texas,

sponsored by Office of Naval Res. and NASA-OART.

25paper 2 of this volume.

26Malkus, W. V. R.: J. Fluid Mech., Nov. 1956.

27Burgers_ J. M,: 1939 Proc. Koninkl. Ned. Akad. Wetenschap, voi. 17,
no. 2.
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approaching that number of people who are all going to have a go at doing it.

With about two new ideas - well_ two ideas between the lot of them: those who

say a simple gradient transport equation or eddy viscosity is adequate and the

people who say it is not adequate. You can perhaps superimpose on those two

schools the people who say that you ought to solve the partial differential

equations of motion and the people who say you ought to go the integral route_

and that's four sets of concepts, and if you double up, well, that should allow

good going for eight people, and just to be on the safe slde, let us double up

again, and that is 16 - that is still only about half the amount of people that

are going to try and solve the nonhypersonic compressible turbulent boundary-

layer problem.

The future - George Mellor remarked in rather colorful language the other

evening, "hypersonic turbulence is a can of worms." We obviously need some

good measurements; we need to know what the structure is doing. It may well be

that we can bootleg the simple structural hypothesis that we have now into the

hypersonic region.

I have confidence in what has come to be known in certain circles as "Morkovin's

hypothesis," which Professor Laufer was referring to a few minutes ago. I think

Morkovin's hypothesis is providing an adequate means of treating the compressi-

ble turbulent boundary layerj and the real experimental thrust might well be

towards developing structural information on hypersonic-type boundary layers.

If any of the 30 people are looking around for simple wrinkles to develop rather

than all of us solving the problems again, they might examine simple time-

dependent boundary layers. If the frequencies involved are low, one would

imagine a quasi-steady approach to the boundary layer might be adequate. Some

of us are already looking at three-dimensional boundary layers - people like

J. Nash - so we don't all want to promptly abandon the two-dimensional case and

go to the already beginning to get crowded three-dimensional case, although

there is obviously a lot more room there at the moment. In addition, we can_

however, begin to look at boundary conditions which we haven't looked too much

at. The finite-difference methods are an excellent vehicle for this type of

study. For instance, wall suction - wall blowing - how well are we doing?

What we must do is to treat the problem a lot better, but first of all, find out

if we really need to do it any better. No one talks about boundary-layer tran-

sition too loudly. We don't talk about boundary layer developing into wake.

There are so many problems, and I don't think we all need to solve the same

problems twice.

Mitchel Bertram: Before turning the discussion loose to the audience_ perhaps

the panel members would like to make a few short comments about each other's

presentations.

A. M. 0. Smith: I would like to make one comment in respect to Henry's

EMcDonald_ remarks about this type of work going into the universities. I am

not sure I see it quite the same way he does. l'm with the aircraft industry,

and Mach number i is getting pretty fast for us, so l'm a little out of my field

here. As a result of the Stanford contest_ we all were pretty well assessed as

to the validity of our boundary-layer calculations_ but not entirely, because

there was still not enough variety of problems. In several cases it looked as
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With regard to the use of the "compromisemathematics," whatever that term may
mean, I would like to makeseveral points. In the first place_ the integral
technique we are using is basically a procedure which converges as closely as
desired to known "exact" solutions for laminar flows by using enough terms to
represent the velocity profile. Now, in turbulent boundary-layer problems_ the
question of exact solutions to the boundary-layer equations is clouded by the
fact that existing eddy-viscosity models are compromises - definite compromises
with physical reality. Therefore, I don't think it is generally wise to put
too mucheffort into getting high accuracy in solving the turbulent boundary-
layer equations when with less time or effort you can get accuracy which is
compatible with the approximation of the eddy-viscosity model. However, some
effort is warranted in solving the turbulent boundary-layer equations to a high

degree of numerical accuracy for the purpose of checking the approximate numer-

ical methods using the same eddy viscosity. With regard to integral methods

versus finite-difference method_ I think you will find that integral methods

are used by many engineers throughout the industry_ whereas few engineers use

finite difference as an engineering tool. I believe that the solutions we get

using the Dorodnitsyn technique are close enough for most engineering predictive

purposes. Anybody who thinks he can get "exact" solutions to the turbulent

boundary-layer problem using present "compromise" eddy-viscosity models is in

_r view mist_ken_ for such models are still empirical and metaphysical.

Integral methods appear to have an advantage over finite-difference methods in

connection with separated flows. The finite-difference schemes are basically

unstable when applied to separated boundary layers. They can be patched up by

adding stabilizing terms to the boundary-layer equations_ but it is necessary to

show that the added term has a negligible effect on the solution. Finally, the

real turbulent boundary-layer problems of engineering involve many complications

such as jets penetrating into the boundary layer, normal pressure gradients,

nonisentropic edge effects, etc. If we try to solve such problems precisely

using finite-difference techniques or by any other means, we will not make rapid

progress. There is a continuing need for approximate techniques which can pro-

vide reasonable solutions to a variety of difficult problems in a reasonable

amount of time and with a reasonable amount of effort.

Robert Kendall (Aerotherm Co r_. ): I would like to support A. M. O. Smith. I

have a technique which has been called differential and integral and a few other

things, but it is basically a procedure which does converge exactly and I think

AMO would consider me in his family of exact-solutions procedures. Also, our

times are like his or perhaps a shade faster. To answer Jack Nielsen's ques-

tion - on a problem with chemical reaction of 30 to 40 species# four elements

around a body, there is a total time of the order of five seconds per station

with big steps between stations on an ll08 computer at $600 an hour, to be

exact. Also 3 in my experience with integral methods, typically they involve

more algebra by the user than the finite-difference methods do - particularly

the Dorodnitsyn approach that he espouses. As a consequence, it is often easier

to take the finite-difference approach and feed in these other effects which he

mentioned. The entropy layer effect becomes a trivial modification of a bound-

ary condition and so forth; therefore, I would stand with AMO and the statement

of "let's not go for compromise mathematics."
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if people had a method that they could count on at last. I've been needled

through the years while doing boundary-layer work by my old boss, the chief

engineer, who used to say to me, "Still working on boundary layers, I see, and

never any answers." At last we have some numerical methods that we can rather

well count on and Douglas applications are just pyramiding.

They are now getting correct answers inside of DC-8 and -i0 inlets and things

like that by just turning a crank_ so to speak. For one wild example, they

have gotten interested in rotating cylinder flaps (airfoil with a spinning

cylinder flap on back) and with some hedging we say that is no problem at all.

We Just put in a slip boundary condition and go to it. 0nly trouble is we are

stuck right now in making that particular change because our program will go

through the machine if we have a detailed print-out and it won't go through if

we just ask for the regular print-out. These are the reasons why Jobs take

time. People in airfoil design are pushing things to the limit. That's why

you are asked to guarantee a separation location to 99.8 percent chord with an

accuracy of ±0.1 percent, or something like that. That is an example of the

kind of pressure you receive. Very high accuracy on location of separation

seems to be forced upon you. Where questions about body shaping and drag come

up, the answers fall out in routine fashion due to developing a basic method

of analysis. The money readily comes for further development when you are

getting some real use out of these methods.

Mark Morkovin: I think what HenryMcDonald and others are really talking about

in terms of good experiments is really a function of funding. Actually, only

ii of the people at the Stanford competition were university people and all of

them, I believe_ had DOD funding. So that it is a question of a national prob-

lem if we have too much proliferation. I think the Stanford conference showed

that we had more than enough duplication of new ideas, and that is what Henry

was talking about. It is up to the funding people to avoid backing duplicative

studies and perhaps shove that money into extra experimental facilities. We

must realize that many things enter into good high-speed experiments. It takes

a tremendous amount of patience and development of instruments. You really

have to develop the instrument or close to it; you have to have practically a

new facility. Accessibility is a tremendous problem at high speeds; what the

experimentalist can do is strongly a function of funding. I hope I have not

offended any of my friends at NASA talking about experiments as if they had not

done any. They have done excellent high-speed turbulent experiments within the

limitations of facilities_ time_ and funding. I think we are, in part_ talking

to the funding people too, who with the help of conferences like this can get

a better perspective and provide for a set of more expensive high-speed experi-

ments that could truly be definitive for checking the theories.

Mitchel H. Bertram: At this time I would like to throw the discussion open to

the audience.

Jack N. Nielsen (Nielsen Engineering & Research_Inc.): I would like to make a

few remarks with regard to quoted computation time in connection with finite-

difference schemes. Some numbers were given, but they raise more questions

than they answer. First 3 the machine on which the times were obtained was not

mentioned_ nor was the cost per hour mentioned. Secondly_ the kinds of cases
that were calculated were not described.
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Mitchel Bertram: One thing I would like to say here is that this is all very

interesting, but let's not get bogged down in arguing the various espousals of

methods, one against the other. I think we ought to direct ourselves as gen-

erally as possible to the problems under consideration. I know that we all have

our favorite approaches and will argue to the death for them.

George L. Mellor (Princeton University): I was just about to say the same

thing. In a couple of years anybody will have a choice of several computational

methods; then it will be like buying a hi-fi set - which one you choose. I'd

like to turn our attention somewhat to the empirical content of these predictive

methods first, and then to experiments. I think what I tried to say along with

the compressible business on the first day was that a lot of methods have more

or less the same eddy-viscosity stipulation (mean velocity field closure) which

can be transformed into each other. I hope to write a little review paper soon

that demonstrates just that. Now, round two is starting where consideration of

the mean turbulence field is included in the prediction, and at the Stanford

meeting we sort of made the bridge 28 to round two. This really started with

Prandtl.29 But not much has happened since Prandtl suggested the essential

hierarchy of equations that was amplified in an important way by Rotta.30

Glushko31 also picked up these questions and looked at transition and did very

interesting work. (What ever happened to Glushko? He did his work a few years

back with computers and seemed not to have carried it further - that's a strange

thing.) We have gotten into this business now of trying to get close to the

turbulence and bring the calculations closer to the experimentalist, really,

because here for years they have been producing turbulence data and the only

thing we used previously is the mean-profile pitot-tube data. I think round

two is going to be more interesting, in a way, because we are going to have the

use of all this turbulence information to discriminate between one person's wild

conjecture of term number three and another person's wild conjecture. I think

it is going to be fun because now Co Donaldson is going to have his ideas and

I'm going to have my ideas and in a year or so we are going to have some good

fun debating these things. In the future we are going to have to debate on the

basis of turbulence measurements - hot-wire measurements. So I think round two

is going to be a fun thing and we have to credit the computer with allowing us

to get into this.

l
Mark Morkovin: I think it is more like round i_ as far as the compressible

stuff is concerned, with all the heat transfer and the nonsimilarity solutions

present. What we are talking about right now is supposed to be for compressible

boundary layers and yet we are trying to look toward hypersonic boundary layers.

I disagree that the so-called "Morkovin hypothesis" can take care of anything

beyond Mach number 5; I think we need an entirely different look for the high

28Where we compared the results of using mean velocity field closure with

turbulent field closure. See Mellor and Herring, Stanford Symposium on Turbulent

Boundary Layer Prediction, 1968.

290riginalpaper 1945, available as publication No. 13, JPL-CIT, Aug. 1952,

translated by D. Coles.

30Rotta, J.: Z. Physik, vol. 129, 1951, pp. 547-572.

31Glushko, G. S.: NASA TT F-IO080, 1966 (translated from the Russian).
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Mach numbers and I think it would be wrong if the panel did not say that as far

as high Mach numbers are concerned. As far as the more or less low Mach number

is concerned, you are right of course.

Anthon_Fiore (Wright Field-ARL): Being primarily an experimentalist I want to
come back to this thing about getting very good data in this particular field.

I agree with this wholeheartedly, but I also think that the average person does

not realize the kind of sweat and blood that goes into getting good data. You

people speak of taking data in turbulent boundary layers at high speeds, for

example. Does anybody know how to design a static probe to measure the static

pressure across the boundary layer in the presence of an adverse pressure gra-

dient? What is the recovery factor of a total-temperature probe throughout the

boundary layer? It will take you three years just to get a good calibration

out of one. And then on top of this we have to go to sophisticated systems,

electron beams, and laser systems for Doppler shift to get velocities. These

things are not very simple. They take time to develop, and it takes a Ph.D.

in optical physics to do it. Now please give the experimentalist a little hand

here; the guy works his tailbone off and then somebody says,"Well, that point

is lO percent off." So let's get the instrumentation and then one can do the

job.

Arthur Henderson_ Jr. (Langley Research Center): I would just like to address

some questions to the theoreticians. Some of us here are experimentalists and

as Dr. Fiore said we could spend iO years on various aspects of the experimental

work that we could do. I would like to ask some of the primarily theoreticians

here, specifically what experimental work would you like to see done? You know

you could always make surface measurements, but I don't think this is what you

particularly had in mind. We are working now on hot-wire anemometry at hyper-

sonic speeds, but there are an infinite number of types of measurements you can

make there too. How about being specific - what do you suggest we do?

John Laufer: I think perhaps we should pose the question a little differently,

because as an experimental man I don't want to and don't like to go to the theo-

retician and ask him what I should do, because he doesn't know some of the prob-

lems that -

Arthur Henderson: That doesn't mean we'll do what he says - I just want to hear

what he says.

John Laufer: All right_ then, I'ii let somebody else answer your question. Let

me just finish what I had in mind. I think the experimentalist knows what type

of method - what type of equipment is available to him - what sort of measure-

ments he can develop. Yes, it might take one year, it might take three years,

but I think the fact that the measurements are difficult should not be used as

an excuse for not doing it. The problem of course is, as Mark mentioned, funding

and patience. I think the people who give the money for these sorts of things

must realize that developing new techniques must take time_ but it absolutely

has to be done - there is just no question about it. The sort of thing that

one can do, for instance, which possibly might not take as much development time

(and it just came into my mind because this was one question that was discussed

quite a bit yesterday) is the question of the energy integral in the turbulent
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boundary layer. How does the velocity vary with the temperature? Does it go

as a square_ or linearly, or what have you? I think there are one or two fairly

simple experiments that one can do with reasonably simple methods to test that

out. It will take time, but I think it can be done.

Howard K. Larson (Ames Research Center): I would just like to make a comment

on the fact that what is done, and to what accuracy, depends on the final appli-

cation. Most of the discussion here has been concerned, I believe, with a non-

ablating aircraft-type of application where a few percent are important. I

would like to point out that there is another field - that once one gets, say,

about M = i0 in flight and also for the ICBM work 3 ablation is going to be

pretty important_ but in that case, which is a mass-addition case, usually

lO-percent-like accuracies are acceptable; so we have to establish whether we

are looking at aerodynamics or whether we are looking at the ablation problem.

Richard Johnson (General Electric Co.): I would like to present an opinion

from a pragmatist's point of view. I must explain first that I came to the

conference primarily to become exposed to the theoreticians and experimental-

ists involved in boundary-layer research, so I could have a better appreciation

of the state of the art and where we are going. I think that one of the things

that we have been doing recently that may be of interest and is, I feel, a

challenge to both the experimentalists and theoreticians is to understand the

causes of the problems that we are concerned with, which are drag, heat trans-

fer, and pressure distribution, and how the boundary layer is affecting them,

and these are I think the fundamental questions to be answered by most of the

work we are doing. One of the things that possibly may be of some help here is

the use of acoustic devices. Professor Laufer's comments in regard to the very

high oscillating pressure levels that one discovers in the hypersonic boundary

layer is of real interest to the engineering designer who is concerned with,

say high-performance reentry vehicles in high-dynamic-pressure regions at very

high Mach numbers. These vibratory loads imposed by the high levels of the

oscillating pressure can be disastrous to his structures if they were designed

for just the static loads. There seems to be a practically virgin field here

in the area of acoustics research associated with boundary layers. We have had

some very interesting preliminary results from the work that we have done per-

sonally at Tullahoma that, for example, are interesting in comparison with some
of the work that we saw on the effects of boundary-layer trips on turbulent

flow. CSee paper 16 of this volum_

It is very preliminary at the present time, but it appears that with sensors

of a limited frequencey capability we have measured sound levels in tripped

turbulent flow that were equal to the sound pressure level for nontripped lam-

inar flow, thus indicating that while there was some mechanism causing the heat-

transfer rate to rise 3 the same mechanism was not causing a comparable rise in

the oscillating pressure levels. It may be that by spectral analysis of this

type of data_ and looking at such things as the change in the frequency spectra

as we go from laminar to turbulent, we are beginning to understand more about

these basic mechanisms in the boundary layers.

Irwin Alber (Dynamic Sciences): ! just want to turn around the question

addressed by one of the experimental people to the theoreticians about what
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kind of experiments they would like to see designed. I would like to put the
question to the people from the industry and government agencies that was being
kicked around last night by Henry McDonald, GeorgeMellor, and myself_ among
others_ about the relevance of turbulent boundary-layer calculations to practi-
cal industrial design problems. Wetend to go off on a tangent looking at all
the details of how we would go about calculating turbulent boundary layers,
and there are somevery important analytical problems, but I would like to hear
from somebodyfrom industry as to why they would like us to calculate a turbu-
lent boundary layer accurately for them and what are their design problems that
really need these kinds of sophisticated solutions.

Mitchel Bertram: Actually_ I think one answer to that is in one of the last

papers you heard, John Henry's paper [paper 19], that was intended to expose a

very practical problem that was found in the development of the hypersonic ram-

jet engine and one which could not be predicted.

A. M. O. Smith: John Henry's paper was a good example of how things like this

often happen. I think he had a change of something less than an eighth-inch

radius which made that diffuser not work - couldn't swallow the shock - and the

one with the smaller radius did. Some of these effects are tremendous. That

demands extremely high precision in understanding and analysis.

Fritz Krause (Marshall Space Flight Center): I would like to call your attention

to one particular problem that is bothering us. This is the spreading of the

exhaust products at high altitudes and parking orbits. You know hypersonic

flow expanding into a vacuum can actually expand forward in the flight direction.

We have had quite some trouble in contamination of our Pegasus satellite -

contamination of surfaces catching solar energy and contamination of telescopes.

There is quite some concern about corrosion contamination effects during ren-

dezvous maneuvers, and vehicles landing on the moon. There is a very extensive

research program started_ entirely experimental for the time being_ because

theoretical attempts to predict what happends to a jet expanding in a vacuum at

the system have almost completely failed. This is the dynamics and thermo-

dynamics of systems which are ver_ far removed from thermodynamic equilibrium.

Project High Water [Saturn I, 1962], which is two or three years old, just

dumped a couple hundred thousand pounds of water in the stratosphere and the

spreading of that water behaved in a com_lete!y unpredictable manner, so unpre-

dictable nobody has ever dared to publish a report. It is an area, I think_ of

compressible and hypersonic flow, and the borderline between potential core and

boundary layer is rather hazy_ which I consider of great importance. Also_

there will be a lot of exhaust products rel_ased into the stratosphere by super-

sonic transports and the upper stratosphere by future rocket flight_ and these

may change somewhat the absorption of the solar rays. I understand that some

meteorologists get concerned about this. It is not just what happens to this

vehicle which spreads this stuff. It is what happens to the stratosphere - how

far does it spread and where does it go?

Col_man Donaldson (Aeronautical Research Associates of Princeton,: I have been

sitting here trying to think of an experiment to answer the question, and l'm

kind of high on experiments that don't have exactly the same geometry as every-

thing we have looked at in the past. One that is close to it, and somebody on
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the panel brought up the problem of time-dependent turbulent boundary layers,
and an interesting question that I would kind of like to see something on is a
flat plate which is oscillated at an amplitude large enough to cause transition
and then survey what the details of turbulent structure above that plate are.
I think this might be a very useful exercise; it goes about getting all the
terms that exist in the equations in a little bit different way than we are
used to thinking of them, and this might be a very important measurementto
make.

John Laufer: I believe there exists a set of experiments very similar to this

problem, except in this experiment in place of the plate oscillating in the

direction of the flow a wavy wall was used with variable wave speed. Jim

Kendall at JPL was doing that, but I understand that because of funding prob-

lems he had to discontinue that experiment.

Coleman Donaldson: Yes, that is a good experiment. The one I thought of with

the plate moving back and forth just in a plane is a very simple one. The

particular method that I am touting these days should be applicable to that

case; it would be very nice to see whether it worked.

Mark Morkovin: You know the Karlsson experiment at Hopkins? There is a Ph.D.

thesis and a JFMpaper by Stu Karlsson32 about 1958 where he had a variable

free stream of plus or minus 30 percent over a turbulent boundary layer. The

evidence was that the turbulent structure was essentially unaffected by this

plus or minus 30 percent sloshing of the free-stream velocity back and forth.

However, there always was a minimum mean velocity forward.

William G. Rose (University of Virginia): That paper by Obransky on transition -

this is what Cole [Donaldson] was asking.

Mark Morkovin: Well no, I think you wanted the turbulent part - don't you?

Coleman Donaldson: Yes, where the stress completely reverses itself.

Mark Morkovin: Which Karlsson's does not.

William Rose: I would like to, as an experimentalist, direct a remark to other

experimentalists. With the advent of new techniques such as the possibilities

of scattered laser radiation (say in hypersonic or supersonic turbulent flow_

where a lot of development work is being done with lasers and their appli-

cation to measurement of unsteady flow)_ I think the choices of test cases that

people have made to demonstrate the validity of their techniques and their

instruments have been very poor. They have, in case of steady-flow measure-

ments, used fully developed Poiseuille flow, an excellent test case, but I

would like to emphasize that there is a good turbulent test case which was done

by John Laufer at Reynolds numbers of 50,000 to 500,000 in a pipe.33 These make

excellent test cases for measuring turbulent flow and I would like to see more

laser instrumentation tested in this kind of a flow field.

32Karlsson, S. K. F.: J. Fluid Mech._ vol. 5, pt. 4, May 19_9,

pp. 622-636.

33NACA Rept. 1174, 1954.
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S. Zane Pinckne_. (Langley Research Center): There was a mention a few minutes

ago about the linear temperature distribution versus the nonlinear temperature

distribution. The particular case which was brought forth to us in a paper

yesterday34 was at the end of a nozzle in which the particular profile was in

a nonequilibrium condition. Well, your Crocco temperature expression which

gives you your linear distribution is a complete equilibrium-type derivation

which assumes constant boundary-layer edge conditions, constant wall conditions,

constant everything flowing.35 Well, if we have more heat transfer forward than

would correspond to this particular type of condition, this would have a ten-

dency to drive your temperature down across the boundary layer. In other words,

it would have the curve coming down below the linear expression. If you

progress on down from the exit of the nozzle with a constant wall temperature,

this nonequilibrium-type total-energy deficiency would have to be distributed

over more and more of a thicker and thicker boundary layer. As a result this

would have a tendency to drive the temperature toward the equilibrium condition

as you go further and further downstream. Now you could do the reverse where

you have a different type of pressure gradient than we had experienced in this

nozzle, and you could get the sort of result in which the temperatures would be

above a linear distribution. I think this is something a lot of people are

ignoring. They are ignoring the upstream history of these boundary layers and

how this affects the temperature profile relationship.

Robert Kendall: We have made the point that the effects of high Mach number are

more due to variable properties than they are due to supersonic or compressible

effects per se or Mach number effects. If this be the case, why are we not

doing more experiments at low Mach numbers, where our experimental techniques

are well established, involving highly variable properties? Why are we not

doing more helium injection, more high temperature ratio, where we can get a

hold on the correlation for parameters and check out the transformation that

we are trying to use. This seems to me a very fruitful area for the universi-

ties to be working in.

Mark Morkovin: I made the suggestion about learning from low-speed variable-

properties layers, namely, heated boundary layers, in 1961 in Marseille.36

A. M. O. Smith made the same point. But when it comes to helium, do you know

anybody who has a reliable instrument that will measure fluctuations of helium

concentration? A hot wire is not doing it very well. I suspect there are some

techniques available, but for your objectives we are talking about accuracies

on the order of one percent. If you know of any such accurate technique we

should encourage such variable-property low Mach number research.

Mitchel Bertram: Thank you for an informative and stimulating discussion, which,

though not solving our problems, has pointed out not only our advances but also

our deficiences in the structure and transformation of compressible turbulent

boundary layers.

34paper ii of this volume.

35With Prandtl number unity.

36Mechanics of Turbulence. Gordon and Breach Sci. Publ., 1964,

pp. 367-392.
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